SAO PAULO

GOVERNO DO ESTADO

Americana I Centro ' I
Paula Souza

Ministro Ralph Biasi

FACULDADE DE TECNOLOGIA DE AMERICANA “Ministro Ralph Biasi”
Curso Superior de Tecnologia em Segurancga da Informacéao

Carlos Vitério Sorg Caseiro
Joabe Soares da Silva

Marcelo Henrique da Costa Marinho

OTIMIZACAO DO PROCESSO DE CHECAGEM DE FATOS COM
SUPORTE DE IA

Arquitetura e prototipo conceitual de uma ferramenta para triagem e analise

aprofundada de desinformacao.

Americana, SP
2025



SAO PAULO

GOVERNO DO ESTADO

Fatec

Americana
Ministro Ralph Biasi

FACULDADE DE TECNOLOGIA DE AMERICANA “Ministro Ralph Biasi”
Curso Superior de Tecnologia em Seguranca da Informagéo

Centro
Paula Souza

Carlos Vitério Sorg Caseiro
Joabe Soares da Silva

Marcelo Henrique da Costa Marinho

OTIMIZACAO DO PROCESSO DE CHECAGEM DE FATOS COM
SUPORTE DE IA

Arquitetura e prototipo conceitual de uma ferramenta para triagem e analise

aprofundada de desinformacao.

Trabalho de Conclusdo de Curso desenvolvido
em cumprimento a exigéncia curricular do Curso
Superior de Tecnologia em Seguranca da
Informacao sob a orientacdo do Prof. Esp. José
William Pinto Gomes.

Area de concentracdo: Seguranca da
Informacéo.

Americana, SP
2025



FICHA CATALOGRAFICA — Biblioteca Fatec Americana
Ministro Ralph Biasi- CEETEPS Dados Internacionais de
Catalogacao-na-fonte

CASEIRO, Carlos Vitorio Sorg

Otimizacdo do processo de checagem de fatos com suporte
de IA: arquitetura e protdtipo conceitual de uma ferramenta para
triagem e andlise aprofundada de desinformacdo.. / Carlos Vitorio
Sorg Caseiro, Joabe Soares da Silva, Marcelo Henrique da Costa
Marinho — Americana, 2025.

48f.

Monografia (Curso Superior de Tecnologia em Seguranca da
Informacao) - - Faculdade de Tecnologia de Americana Ministro
Ralph Biasi — Centro Estadual de Educacdo Tecnoldgica Paula Souza

Orientador: Prof. Esp. José William Pinto Gomes

1. Analise de dados 2. Seguranca em sistemas de informacéo
3. Sistemas de informacdo. |. CASEIRO, Carlos Vitério Sorg, Il. SILVA,
Joabe Soares da, Ill. MARINHO, Marcelo Henrique da Costa IV.
GOMES, José William Pinto V. Centro Estadual de Educacdo
Tecnoldgica Paula Souza — Faculdade de Tecnologia de Americana
Ministro Ralph Biasi

CDU: 681516
681.518.5
681518

Elaborada pelo autor por meio de sistema automatico gerador de
ficha catalografica da Fatec de Americana Ministro Ralph Biasi.




Carlos Vitério Sorg Caseiro
Joabe Soares da Silva

Marcelo Henrique da Costa Marinho

Otimizacdo do processo de checagem de fatos com suporte de ia: arquitetura e
protétipo conceitual de uma ferramenta para triagem e analise aprofundada de
desinformagio

Trabalho de graduagdo apresentado como exigéncia
parcial para obtengao do titulo de Tecnédlogo em Curso
Superior de Tecnologia em Segurang¢a da Informagao
pelo Centro Paula Souza — FATEC Faculdade de
Tecnologia de Americana Ministro Ralph Biasi.

Area de concentragdo: Seguranga da informagao.

Americana, 03 de dezembro de 2025.

Banca Examinadara:

Z
José Willianf P{fitd Gomes
Especialista
Fatec Americaha "Mmlstro Ralph Biasi”

LA\

Henri AlVes de[ﬁa‘odoy v
Doutor
Fatec Americana “Ministro Ralph Biasi”

ﬂ@‘/"

Ana Licia Spigolop”
Especialist
Fatec Americana“Ministro Ralph Biasi”




"Mais dificil do que publicar um livro € escrever
um bom livro."

Jorge Amado



DEDICATORIA

Este trabalho é dedicado a Deus e as nossas familias, especialmente aos nossos pais
e irmas, nosso porto seguro. Ao Breno Bueno Augustini, pela amizade e apoio. A
memoria e legado de John Lennon, eterna fonte de inspiracdo, e a todos os mestres

gue cruzaram nosso caminho.



RESUMO

Este trabalho tem como objetivo o desenvolvimento de um protétipo de ferramenta
baseada em Inteligéncia Artificial para auxiliar agéncias de fact-checking na
verificacdo de noticias falsas de forma mais eficaz. O sistema utilizara uma LLM (Large
Language Models), modelo de linguagem de grande escala, da Google, possibilitando
a coleta de noticias diretamente enviadas por usuarios por meio do WhatsApp. A partir
das informacdes recebidas, a ferramenta sera capaz de retornar uma estimativa da
probabilidade de a noticia ser falsa, com base em padrdes linguisticos, elementos
contextuais e dados obtidos em portais confiaveis de noticias. Dessa forma, jornalistas
e profissionais da area de checagem poderdo obter uma analise preliminar sobre a
veracidade da informacdo antes de sua verificacdo completa pela equipe
especializada. A ferramenta também contard& com um banco de dados simples,
permitindo evitar analises repetidas de uma mesma noticia e otimizando o
desempenho do sistema. Ao final do processo, a ferramenta gerara a agéncia de fact-
checking um relatério com os principais indicios encontrados, servindo como um guia
inicial para uma investigagdo mais aprofundada e contribuindo para a tomada de
deciséo final sobre a veracidade da informac&o.

Palavras-chave: Fake news; Inteligéncia Artificial; Agéncia de fact-checking.



ABSTRACT

This work aims to develop a prototype tool based on Artificial Intelligence to help fact-
checking agencies verify fake news more effectively. The system will use a large
language model (LLM) from Google, allowing the collection of news directly submitted
by users through WhatsApp. Based on the received information, the tool will be able
to return an estimate of the probability that the news is false, based on linguistic
patterns, contextual elements, and data obtained from reliable news portals. In this
way, journalists and fact-checking professionals will be able to obtain a preliminary
analysis of the truthfulness of the information before its complete verification by the
specialized team. The tool will also include a simple database, allowing it to avoid
repeated analyses of the same news and optimize system performance. At the end of
the process, the tool will generate a report for the fact-checking agency with the main
evidence found, serving as an initial guide for further investigation and contributing to
the final decision-making regarding the truthfulness of the information.

Keywords: Fake news; Artificial Intelligence; Fact-checking agency
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1. INTRODUCAO

Um fator prejudicial no combate a pandemia da COVID-19 em 2020 foram as
fakes news. Naquele periodo, circularam inimeras informag6es enganosas sobre
formas de prevencgéao contra o virus, levando muitos individuos a atentarem contra a
prépria saude. Entretanto, fake news ja eram um problema anteriormente a pandemia,
persistindo até a atualidade. Diante do eminente problema, jornais deram origem as
agéncias de checagem, sendo o principal meio para mitigar os danos e avanco de
noticias falsas.

Tais agéncias sdo compostas por jornalistas especializados em diversas areas,
que analisam, periodicamente, noticias emergentes pela rede. Trabalho que exige um
alto nivel de conhecimento e pesquisa, dessa forma, torna-se uma tarefa complexa,
demorada e continua. Sendo nesse ponto em que a Inteligéncia Artificial pode
contribuir. Diante de seu impacto em diversas &reas, 0 debate sobre o avango das
Inteligéncias Artificiais (IA’s) cresce a cada dia. No caso das fake news, essa
tecnologia pode atuar tanto a favor, produzindo, quanto contra, combatendo a
desinformacéo. O objetivo do trabalho é desenvolver uma representacédo que simula
o funcionamento de uma ferramenta baseada em Modelo de Linguagem de Grande
Escala (LLM) para auxiliar agéncias de fact-checking numa triagem automatizada de
noticias.

A ferramenta baseia-se em uma integracdo com um LLM pré-treinado, que ja
detém a capacidade de interpretacdo para analise de textos complexos. O projeto visa
o desenvolvimento de comandos estruturados e requisicbes a Interface de
Programacao de Aplicacdes (API) da LLM. Esses comandos sédo elaborados para
instruir o modelo a identificar padrdes de desinformacédo, e com base nessa analise,
gerar um score de possibilidade sobre a veracidade da noticia.

A importancia deste trabalho esta na possibilidade de agilizar a verificacao de
informacgdes (fact-checking), processo que consiste em checar a veracidade de
conteados que circulam, em especial nas redes sociais. Em um cenério onde a
desinformacéo influencia decisdes; acelerar a resposta contra tal conteddo se torna
fundamental para proteger a sociedade de consequéncias negativas causadas por

informacdes enganosas.
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A realizacao justifica-se pelo crescimento significativo da disseminacao de fake
news desde meados da ultima década, impulsionado principalmente pelo avanco das
tecnologias digitais e pelo facil acesso a internet. Plataformas como Instagram,
WhatsApp e X tém facilitado a circulacdo de informagdes, reais ou ndo. Assim,
iniciativas tecnologicas e académicas voltadas para a identificacdo e contencéo de
fake news tém ganhado cada vez mais espaco.

Jornalistas e responsaveis pelo processo de fact-checking acabam
gastando uma grande parte do tempo levado para o processo em tarefas preliminares,
como coleta de informacgdes e identificacdo de fontes. Uma ferramenta baseada em
IA pode auxiliar na triagem e na deteccdo de possiveis noticias falsas. Diante disso,
formulam-se trés hipoteses sobre a utilidade do projeto desenvolvido.

A hipétese principal (H1) sobre os efeitos e o funcionamento da solucao parte
do pressuposto de que, a partir da automacao da triagem e da coleta inicial de dados
sobre as noticias a serem investigadas, o tempo necessario para verificacao dos fatos
sera diminuido.

Adicionalmente, essa hipotese principal se desdobra em duas hipoteses
secundarias, elas que exploram a utilidade de funcionalidades especificas da
ferramenta.

Iniciando pela eficacia da triagem (H2). O sistema gerara scores de risco,
baseados em indicadores da noticia, como linguagens alarmistas, fatos questionaveis
e possibilidade de dano, para a possibilidade de uma noticia ser falsa, resultando em
uma pontuacao de 0 até 100.

O relatério detalhado de cada noticia é a segunda hip6tese secundaria da
ferramenta (H3). Cada noticia contara com um dossié de informacdes coletadas pela
IA que visara auxiliar a checagem do fato.

Dessa forma, a priorizacéo eficaz (H2) e a aceleracdo da pesquisa inicial (H3)
atuam em conjunto para validar a hipétese principal (H1), demonstrando o potencial
da ferramenta para otimizar o fluxo de trabalho no combate a desinformacéo.

O percurso metodologico deste trabalho é uma pesquisa exploratéria, com
revisdo bibliografica sobre fake news, 1A e o processo de checagem de fatos. Os
sujeitos serao os jornalistas que trabalham no setor de fact-checking. Os indicadores
serdo a precisdo da ferramenta em avaliar e reunir as fontes das noticias. Os dados

levantados serdo analisados de forma qualitativa.
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O trabalho esta organizado em cinco capitulos, sendo o primeiro a Introducéo
gue traz uma visdo geral do assunto, no segundo um Estudo sobre a Fundamentacao
Teodrica, no terceiro sera demonstrado o Percurso Metodoldgico, no quarto que
conterq os Resultados, Andlise e Discussdo dos Dados e no quinto que trard as

Consideracoes Finais.
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2 FUNDAMENTACAO TEORICA

Para compreender plenamente o fenébmeno investigado, € essencial examinar
os fundamentos tedricos que o estruturam. Neste capitulo, sdo exploradas as
contribui¢des relevantes da literatura, bem como os conceitos-chave que orientam a

interpretacéo dos dados e o direcionamento da pesquisa.

2.1. Fake News

A informacéo tornou-se um recurso abundante no cotidiano atual. E notavel a
forma como circulam livre e rapidamente através dos meios tecnoldgicos presentes
nesta era moderna. Sem muito esfor¢co ou conhecimento técnico, individuos podem
compartilhar suas ideias através do meio digital e enriquecer arcaboucos axioldgicos
de outros. Em contrapartida, individuos ou organizacdes, ndo, necessariamente, mal-
intencionados, podem pbr em risco 0 bem-estar de uma pessoa ou grupo através dos
mesmos meios digitais, mesmo que sem intencéo. Dentro desse contexto, fake news
sao entendidas como "um termo guarda-chuva que reune conteudos verificadamente
falsos, cuja distribuicdo é pensada para ampliar seus danos e circulacdo." (Oliveira,
2023, p. 79).

Segundo Oliveira (2023), fake news constitui um fendmeno multifacetado e
dindmico, que se refere a varias ocorréncias, surgindo em diversos formatos como
videos, imagens ou audios. Substancialmente, sdo construcfes digitais com
aparéncia jornalistica legitima, criadas intencionalmente para enganar. Tais
caracteristicas sinalizam o ambiente digital como mais suscetivel e fragil as fake news
devido ao fato de redes sociais e aplicativos ampliarem sua difusao.

Wardle e Derakhshan (2017), prop6em uma estrutura conceitual para entender
e combater a declarada desordem da informacao, que abrange a desinformacao, a
ma-informacdo e a informacdo falsa, sendo esses trés termos a forma de
categorizagao proposta pelos autores.

Desinformacdo corresponde a informacdo falsa, criada e difundida,
intencionalmente, com intuito de causar dano, manipular ou enganar. A
misinformation, ou informacdo falsa, é o contetdo falso ou incorreto disseminado sem
intencdo deliberada de manipular ou causar dano, sendo compartilhado por engano

7

ou desconhecimento. Ja a ma informacdo é uma informacdo baseada em dados
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verdadeiros, no entanto, divulgada com objetivo de causar dano, como ocorre em
vazamentos seletivos de dados e invasdo de privacidade (Wardle e Derakhshan,
2017).

No contexto brasileiro, conforme conceito adotado por Oliveira (2023), apenas
a desinformacéo se enquadra estritamente como fake news, pois implica producéo
intencional de conteudos falsos para manipulacdo e dano. J4 a misinformation —
conteudos falsos compartilhados por engano ou desconhecimento — configura um
problema informacional, porém ndo se encaixa na definicao estrita de fake news pela
auséncia do fator da intencionalidade. Essa distingdo € relevante para delimitar as
politicas de enfrentamento e o debate publico sobre responsabilizacao pela circulacdo
de informacg0es falsas. Para sintetizar e ilustrar essa distingao conceitual, foi elaborado
0 Quadro 1.

Quadro 1 - Delimitagdo conceitual entre desordem informacional e 'fake news'.

Categoria Defini¢éo Veracidade Intencéo Exemplo E Fake
do contetdo | de dano News?
Desinformagéo Informacéo falsa Falsa Sim Campanhas Sim
criada e politicas
difundida enganosas

deliberadamente

Informacgéo falsa | Informacgéo falsa Falsa Nao Compatrtilhar N&o
difundida sem boato por
intencéo engano
deliberada

Ma-informacéo Informacéo Verdadeira Sim Vazamentos de N&o
verdadeira para dados privados

causar dano
Fonte: Elaborado pelos autores (2025), baseado em Wardle e Derakhshan (2017) e Oliveira (2023).

A analise das trés categorias destaca que o fenbmeno da desordem
informacional, como proposto por Wardle e Derakhshan (2017), possui multiplas faces
e graus. Enquanto o modelo internacional propde que a intencionalidade do agente
produtor ndo importa na delimitacdo do termo, a literatura nacional, por meio de

Oliveira (2023), delimita o conceito com base na inten¢ao, restringindo o uso do termo
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a conteudos falsos criados com intuito de enganar ou causar dano. Essa definicédo é
um fundamento para direcionar estratégias regulatérias, acbes educativas no
enfrentamento a desinformacéo e praticas de checagem. Portanto, define-se como
fake news, neste trabalho, o conteudo falso criado e distribuido intencionalmente para
enganar, manipular ou causar dano, estando esse conceito alinhado a abordagem de
Oliveira (2023). Compreendido o conceito de fake news e suas nuances teoricas, faz-
Se necessario investigar as origens historicas e as transformacfes desse fendmeno
ao longo do tempo, a fim de compreender como se consolidou e potencializou no
contexto contemporaneo.

Embora o fenbmeno das fake news ganhe destagque no tempo atual, suas
raizes estdo na histéria da comunicacdo, antes mesmo da imprensa. Segundo Jardim
e Zaidan (2018), o controle sobre a informagéo era privilégio das elites, permitindo
difuséo seletiva e manipulacéo e acessibilidade dos fatos a populacéo. A chegada da
prensa de Gutenberg no século XV ampliou o acesso, porém com ressalvas,
mantendo o controle nas maos letradas, e ndo eliminando a possivel manipulagéo -
ao contrario potencializou-a permitindo a producédo e divulgacdo em massa, cuja
veracidade seguia os interesses de quem detinha poder.

No Brasil, a manipulacdo informacional sempre foi utilizada como instrumento
de dominacéo, desde o periodo colonial, guando a Coroa Portuguesa e o Tribunal do
Santo Oficio controlavam o fluxo de informacfes e autorizavam publicacbes de
interesse do regime. Com a criagcdo da imprensa brasileira, surgiram jornais como a
Gazeta do Rio de Janeiro, voltados para difundir os pontos de vista das elites
dirigentes. Fenémenos como a falsificacdo do Plano Cohen, durante o Estado Novo
de Getulio Vargas, e as ameacas fabricadas na ditadura militar ilustram como a
desinformac&o tem servido, historicamente, a manutencéo do poder politico (Jardim e
Zaidan, 2018).

Embora o uso estratégico da desinformacdo seja recorrente na histéria
brasileira, o termo “fake news” s6 se popularizou de fato no cenario internacional
contemporaneo. Sua ascensao ocorreu durante as eleicbes norte-americanas de
2016, quando o entdo candidato Donald Trump usou a expressao para atacar a
imprensa adverséria e desqualificar noticias contrarias, tornando-se simbolo global de
uma era marcada pela disputa narrativa nas plataformas digitais (Jardim e Zaidan,
2018).
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Dessa forma, € possivel concluir que ainda que o termo fake news seja um
fendbmeno da era digital, sua esséncia remonta a estratégias histéricas de poder,
censura e manipulacao informacional. O cenario contemporaneo apenas potencializa,
por meio de plataformas digitais, um mecanismo constantemente usado por elites em
diferentes momentos sociais e politicos. Reconhecer essa trajetéria histérica permite
compreender a complexidade dos desafios atuais no combate a desinformacdo. E
diante desse panorama histérico e de sua continua reinvencao, € fundamental analisar

as consequéncias da disseminacao de fake news nos tempos atuais.

Quadro 2 - Principais eventos de desinformacao no Brasil e no mundo.

Ano/Periodo Evento Descricdo resumida Contexto
Brasil/Global
Antiguidade/Medievo | Controle Difuséo seletiva por elites Global
informacional religiosas e politicas
1450 Prensa de Gutenberg | Expansédo do acesso, surgem Global

novas formas de manipulacéo e
amplificacdo de boatos

1808 Imprensa no Brasil Fundacéo do 1° jornal oficial, Brasil
controle informativo da Coroa
Portuguesa
1937 Plano Cohen/Estado | Falsificacéo politica usada para Brasil
Novo justificar represséo
1964 Ditadura Militar Censura, manipulacdo midiatica Brasil

e desinformacéo estatal

Fim do século XIX | "Fake news" nos Primeiras menc¢8es do termo em Global
(1890) jornais contextos jornalisticos e
politicos
2016 EleicGes americanas | Popularizagéo internacional do Global
termo, fenémeno digital e
globalizado

Fonte: Desenvolvido pelos autores (2025).
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As fakes news se tornaram um problema alarmante durante a pandemia de
Covid-19, periodo que evidenciou seu poder de gerar consequéncias sobre a saude
publica e o tecido social. O contexto da crise sanitaria mundial tornou 0 mundo um
cenario de incerteza e disputas informativas. Nesse ambiente, a desinformacéao
reforcou ndo apenas duvidas e incertezas, mas também fomentou comportamentos
arriscados, minando politicas de enfrentamento e corroendo a confianca em
instituicdes cientificas e governamentais.

Segundo Oliveira (2023), durante a pandemia, a atuacéo do jornalismo e das
agéncias de checagem precisou lidar ndo apenas com o volume de conteudo falso,
mas também com o descrédito e manipulacdo de dados por fontes oficiais. O autor
afirma que, em junho de 2020, o Ministério da Saude deixou de ser considerado pelo
projeto “Aos Fatos” como uma fonte confidvel para as checagens sobre a pandemia,
devido a sua politica de "apagamento da pandemia”, incluindo adulteracdo de dados
epidemiologicos e atrasos deliberados na divulgagéo das estatisticas, dificultando a
transparéncia e o enfrentamento da crise.

Entre os exemplos verificados, se destaca a circulacdo massiva de postagens
que promoviam o chamado “kit covid” - composto por medicamentos sem eficacia
como hidroxicloroquina e ivermectina -, associado a testemunhos aneddticos e
solugdes “magicas” para prevencao da doencga (Oliveira, 2023). Receitas caseiras,
gargarejos com agua morna ou vitamina D figuram entre as recomendacfes
infundadas e popularizadas pelas plataformas. Boatos sobre caixdes vazios,
manipulagdo de numeros oficiais, atribuicbes equivocadas a autoridades,
personalidades e veiculos de imprensa, além da disseminacdo de conteido sem
autoria verificavel, reforcaram o ambiente de incerteza e o poder letal das fake news
durante a pandemia (Lemos e Oliveira, 2021).

Além do descrédito institucional, a dindmica da circulacdo de noticias falsas
sobre Covid-19 ganhou félego no ambiente das plataformas digitais. Como mostraram
Lemos e Oliveira (2021, p. 74 da revista e 2 do pdf), o contexto de incerteza aliado a
alta demanda por informagdes “criou ambiente propicio a distribuicdo de mensagens
falsas”, sendo o Facebook e o WhatsApp espacos centrais para a viralizacdo de
conteldos enganosos e teorias conspiratorias. Nesses canais, as fakes news simulam

referéncias jornalisticas, distorcem documentos oficiais e fortalecem discursos
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identitarios, tornando-se ainda mais dificeis de combater pelas agéncias de fact-
checking e pelo jornalismo profissional.

A situacdo da pandemia em 2020 ilustra de forma clara a capacidade das fake
news: esse fendmeno ndo apenas desinforma, mas também expde novos obstaculos
trazidos pela plataformizacéo e pela velocidade de circulagdo da informacéo, em
especial nos ambientes de redes sociais e aplicativos de mensagens instantaneas
(Oliveira, 2023; Lemos e Oliveira, 2021).

A discussdo sobre fake news evidencia um fenémeno multifacetado,
profundamente enraizado na historia da informagéo e constantemente reinventado
pelas transformacdes tecnologicas e sociais. Conceituado, sobretudo, pela
intencionalidade de quem produz e distribui conteudos falsos, as fake news ganham
centralidade na era das plataformas digitais e da performatividade algoritmica,
operando por redes que simulam credibilidade jornalistica e exploram vulnerabilidades
cognitivas. O caso da pandemia de Covid-19 ilustra, com contundéncia, como 0s
riscos da desinformacao ultrapassam o campo politico e atingem diretamente a saude
publica, resultando em comportamentos nocivos, descrédito institucional e

materializa¢do da violéncia social.

2.2. Inteligéncia Artificial

A Inteligéncia Atrtificial tornou-se uma area relevante de pesquisa e inovagao
no século XXI, afetando desde processos industriais até diretamente o cotidiano da
sociedade. Antes de analisar a aplicacéo e o impacto da IA no mundo contemporaneo,
deve-se compreender suas definigcdes, das classicas as atuais, e conhecer a historia
gue fundamenta diferentes interpretacdes da inteligéncia artificial. Dessa forma, pode-
se entender a razdo deste topico despertar tanto interesse e pesquisa.

No contexto brasileiro, o Plano Brasileiro de Inteligéncia Artificial (PBIA) define

IA da forma a seguir:

Conjunto de modelos, algoritmos, técnicas e metodologias implementados
em sistemas computacionais que produzem previsdes, classificacdes,
recomendacBes e decisBes, a partir de processos de aprendizagem e
grandes volumes de dados" (Ministério da Ciéncia, Tecnologia e Inovacao,
2025, p. 15)

Historicamente, a literatura especializada divide as abordagens em quatro

linhas: sistemas que pensam como humanos, sistemas que atuam como humanos,
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sistemas que pensam racionalmente e sistemas que atuam racionalmente (Gomes,
2010). Essa multiplicidade de interpretacdes evidencia a riqueza conceitual do campo.

A diversidade presente nas multiplas linhas de pensamento sobre inteligéncia
artificial reforga os desafios éticos e praticos das decisdes automatizadas, necessita-
se de uma forma a se compreender, justificar e auditar tais escolhas. Um aspecto que
fundamenta a consolidacdo da IA como uma tecnologia confiavel e responsavel é a
explicabilidade, internacionalmente, o termo Explainable Artificial Intelligence (XAl). O
Plano Brasileiro de Inteligéncia Artificial (PBIA) deixa claro que a explicabilidade é a
capacidade de fornecer ao usuario explicacdes coesas, compreensiveis e alinhadas
ao raciocinio humano sobre decisdes tomadas por sistemas automatizados (Ministério
da Ciéncia, Tecnologia e Inovacdo, 2025). Essa caracteristica se associa aos
principios de transparéncia, rastreabilidade e auditabilidade, pois delibera que
decisOes e processos podem ser analisados, corrigidos ou aprimorados quando surge
necessidade. E necessario haver explicabilidade para aumentar a confianca social nos
algoritmos e mitigar riscos éticos, garantindo justica e promovendo o desenvolvimento
de aplicacdes de IA (Costa et al., 2019).

Fica claro, portanto, que a Inteligéncia Artificial ndo € um conceito monolitico.
Ela abrange desde as ambicbes tedricas de emular a cognicdo humana (Gomes,
2010) até as definicbes praticas e orientadas a dados que fundamentam politicas
publicas, como as do PBIA (MCTI, 2025). Compreender essa amplitude € o primeiro
passo, mas é a consolidacdo de principios como a explicabilidade que permitira que
seu potencial seja aproveitado de forma ética e transparente. A partir dessa base
conceitual, pode-se analisar como essa tecnologia evoluiu e quais marcos historicos
permitiram seu desenvolvimento.

Ao longo das ultimas décadas, diferentes paradigmas moldaram o campo,
produzindo avangos em métodos e aplicacfes que transformaram profundamente a
ciéncia, a indastria e a vida cotidiana. A analise das principais fases e abordagens —
da IA simbdlica aos sistemas conexionistas e ao entédo recente desenvolvimento dos
modelos de linguagem de grande escala — revela como fundamentos tedéricos e
inovacdes praticas se sucederam para responder aos desafios e potencialidades
desse dominio (Ministério da Ciéncia, Tecnologia e Inovacdo, 2025; Costa et al.,
2019).

A trajetoria da Inteligéncia Atrtificial pode ser compreendida como resultado de

sucessivas ondas de inovacao, que refletem avancos tedéricos e praticos em diferentes
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momentos. Desde as ideias pioneiras de Alan Turing sobre maquinas capazes de
pensar nos anos 1940, passando pela consolidacéo do termo em 1956 na Conferéncia
de Dartmouth e o desenvolvimento dos sistemas especialistas e das redes neurais
nos anos 1980, até as transformacdes trazidas pelo aprendizado profundo e pela IA
Generativa com o advento dos LLMs na década de 2020, o campo foi continuamente
remodelado por seus proprios limites e descobertas (Ministério da Ciéncia, Tecnologia
e Inovacgao, 2025; Gomes, 2010; Spirlandelli et al., 2011; Costa et al., 2019). Esses
marcos demonstram que a trajetéria da IA é marcada pela alternancia entre diferentes
abordagens e pela integracao progressiva de métodos em busca de maior eficiéncia,
flexibilidade e capacidade de adaptacéo.

A abordagem simbdlica da Inteligéncia Artificial fundamenta-se na ideia de que
0 pensamento humano pode ser representado e manipulado por regras formais e
simbolos légicos, com énfase na racionalidade e na estrutura de conhecimento
explicito (Costa et al., 2019; Gomes, 2010). Linguagens como LISP e PROLOG, e
sistemas especialistas como DENDRAL e MYCIN, exemplificam esse paradigma, pois
buscam replicar o raciocinio humano em dominios restritos por meio de bases de
fatos, regras e deducdes logicas. Filosoficamente, a IA simbdlica se apoia na crenca
de que processos intelectuais podem ser sistematizados a partir de estruturas formais
e algoritmos transparentes, favorecendo explicabilidade e controle, mas revelando
seus limites diante da diversidade, ambiguidade e adaptabilidade inerentes a cognicao
real (Spirlandelli et al., 2011; Costa et al., 2019). Esses desafios abriram espaco a
busca por abordagens que incorporam aprendizado e adaptacao, estabelecendo a
transicao para o paradigma conexionista e do aprendizado de maquina.

Em contraposicdo a abordagem simbdlica da IA, o paradigma conexionista
fundamenta-se na ideia de que a inteligéncia pode emergir da simulacao de redes de
neurénios artificiais inspiradas no cérebro humano (Costa et al., 2019). Esse enfoque
foi vitalizado, especialmente a partir da década de 1980, com a difusdo das Redes
Neurais Artificiais (RNA) e de algoritmos como o backpropagation, tornando possivel
que maquinas aprendessem a partir de grandes volumes de dados e ajustassem seus
parametros de forma autdnoma (Ministério da Ciéncia, Tecnologia e Inovacao, 2025).
O surgimento do aprendizado de maquina (machine learning) consolidou-se como
campo predominante ao demonstrar eficiéncia na identificacdo de padroes,
reconhecimento de imagens e previsao de resultados, tornando-se essencial para

setores como saude, financas e transportes (Mafort; Kappel, 2025). Subareas como o
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aprendizado profundo (deep learning) — estrutura de mdultiplas camadas de redes
neurais — revolucionaram o desempenho em tarefas complexas, alcancando
resultados superiores aos humanos em alguns dominios. O desafio contemporaneo,
no entanto, é integrar as vantagens da capacidade de aprendizado e adaptagéo
conexionista as qualidades de transparéncia e explicabilidade dos sistemas
simbdlicos, favorecendo solucdes éticas e robustas para problemas cada vez mais

sofisticados (Costa et al., 2019; Ministério da Ciéncia, Tecnologia e Inovacéo, 2025).

Quadro 3 - Comparativo entre as abordagens de IA Simbdlica e IA Conexionista.

Caracteristica

IA Simbélica

IA Conexionista

Principio filosofico

Raciocinio formal, manipulacao
de simbolos e regras légicas

Inspiracao bioldgica, simulacéo
do cérebro humano

Estrutura principal

Base de conhecimento, regras,
mecanismo de inferéncia

Redes neurais artificiais,
camadas e pesos adaptativos

Exemplos historicos

Sistemas especialistas
(DENDRAL, MYCIN), LISP,
PROLOG

Deep learning, MLP, algoritmos
de backpropagation

dados diversos, atualizagao
dificil

Enfase Explicita, transparente e Aprendizagem, generalizacgéo,
interpretavel adaptacao com dados
Limitacdes Incapacidade de lidar com Baixa explicabilidade, possivel

opacidade de funcionamento

Melhor aplicagéo

Dominios restritos, tarefas bem
definidas

Dominios abertos, grandes
volumes de dados

Perspectiva atual

Integracao para reforcar
explicabilidade as redes
profundas

Protagonismo em IA moderna,
suporte para LLMs

Fonte: Elaborado pelos autores (2025)

A ascensao da IA generativa e dos LLMs representa a mais recente onda de
evolucao tecnoldgica na Inteligéncia Artificial. Segundo o Plano Brasileiro de 1A, a IA

generativa destaca-se pela capacidade de produzir, modificar e sintetizar conteddos



24

complexos, desde texto e imagens até audio e codigo, de modo frequentemente
indistinguivel do produzido por humanos (Ministério da Ciéncia, Tecnologia e
Inovacgdo, 2025). A popularizacdo dos LLMs, como o ChatGPT, tornou a IA acessivel
a milhdes, inaugurando uma era de aplicagbes praticas em diversos setores e
fomentando o desenvolvimento estratégico de solucbes nacionais, voltadas ao
portugués e a realidade brasileira. Originalmente fundamentadas em avancos do
aprendizado profundo e do processamento de linguagem natural, as LLMs evidenciam
a superacdo de limites historicos: enquanto a IA simbdlica fracassava diante do
conhecimento aberto, e 0 conexionismo potencializava a aprendizagem, as
arquiteturas modernas conseguem interpretar, gerar e compreender textos de alta
complexidade. O Brasil, alinhado a este movimento, investe em iniciativas como o
Maritalk Al, BERTimbau e aplicacdes de LLMs em salde e gestéo publica, mostrando
como a |IA generativa redefine o potencial analitico e criativo das tecnologias digitais
(Costa et al., 2019; Ministério da Ciéncia, Tecnologia e Inovacao, 2025).

A trajetoria evolutiva da Inteligéncia Artificial evidencia que avancos
significativos surgem da integracdo e superacdo dos limites dos paradigmas
anteriores. A IA simbdlica, embora fundamental para o desenvolvimento de sistemas
especialistas e da l6gica formal, ndo conseguiu manipular conhecimento em dominios
abertos e complexos, como a linguagem humana natural. O paradigma conexionista,
por meio do aprendizado de maquina e do deep learning, forneceu arquitetura e
infraestrutura robustas para modelos capazes de aprender, adaptar-se e generalizar
a partir de dados. O campo do Processamento de Linguagem Natural, jA proeminente
desde marcos como o Watson, atingiu novo patamar com a IA generativa e 0s LLMs,
que conseguem produzir contetdo muitas vezes indistinguivel do humano (Costa et
al., 2019; Ministério da Ciéncia, Tecnologia e Inovacao, 2025). Essa transformacao
justifica o foco de estudos atuais, como a proposta deste TCC, na aplicacdo e
interpretacdo de texto complexo, evidenciando o potencial disruptivo e 0s novos
desafios éticos dessas tecnologias.

2.3. Agénciade Checagem de Fatos
Diante do tempo atual, marcado pela disseminacdo acelerada de

desinformacédo, surgiram as agéncias de checagem de fatos, que ocupam papel

central na linha de frente do combate as fake news, visando garantir ao publico acesso
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a informacao verificada. Segundo Graves (2013 apud Dourado e Alencar, 2020), o
fact-checking ultrapassa o status de género jornalistico tradicional, constituindo uma
pratica cuja missao € investigar e questionar a veracidade das declaracdes publicas,
especialmente aquelas com grande potencial de impacto social. O papel dos
verificadores é considerado “mais importante do que nunca” porque é por meio deles
gue se amplia o acesso a informacao correta e se combate diretamente a desordem
informacional provocada pela propagacéo de contetdos falsos ou enganadores.

Segundo Dourado e Alencar (2020), as iniciativas de fact-checking podem
surgir como agéncias especializadas ou ser incorporadas em organizacoes
jornalisticas ja existentes, destacando que mais de 50% dos verificadores atuam em
grandes veiculos ou como organizacdes autbnomas. Graves (2013 apud Dourado e
Alencar, 2020) afirma que tais iniciativas mudam o eixo do jornalismo tradicional, pois
dedicam-se a investigacdo detalhada da veracidade de declaragbes publicas ja
difundidas, promovendo uma apuracdo que se sobrepfe a producdo de noticias
inéditas. Dessa forma, o trabalho dos checadores concentra-se em garantir que o que
circula amplamente seja de fato verdadeiro, reforcando o papel central dessas
entidades no ecossistema da informac¢do contemporaneo.

E imprescindivel compreender que a credibilidade das agéncias se constroi
pela adocdo de metodologias sisteméticas e transparentes, pautadas no rigor
investigativo e na disciplina da verificagdo. Segundo Janiaki e Santos (2024), o
processo envolve buscar fontes primarias e secundarias, divulgar abertamente os
critérios e processos de analise e aplicar etiquetas editoriais que classificam a
veracidade dos conteudos, como “verdadeiro”, “falso” e “exagerado”, especialmente
nas praticas da Agéncia Lupa. Seibt (2019) ressalta que a transparéncia normativa e
a etiquetagem séao principios comuns e constitutivos do fact-checking, permitindo que
0 publico compreenda ndo apenas os resultados das checagens, mas também o
contexto e os fundamentos das decisdes tomadas. Dessa forma, essa sistematizacao
editorial assume papel estratégico no fortalecimento do jornalismo, na prevencao a
circulacao de informacdes enganosas e no empoderamento da cidadania.

Portanto, ao compreender as multiplas dimensdes que definem as agéncias de
checagem de fatos, sua funcdo central na defesa da informacéo confiavel, seus
diferentes arranjos institucionais e o rigor metodol6gico que as distingue, fica evidente
gue tais organizacdes operam como barreira essencial contra a desinformacdo e em

favor da transparéncia publica. Essa consolidacdo tedrica ndo apenas ilumina a



26

importancia das agéncias enquanto agentes de confianca no ambiente informacional
contemporaneo, mas também fundamenta o olhar sobre as etapas e desafios do
trabalho de checagem realizado “na ponta”, por jornalistas e equipes especializadas.
Assim, o proximo passo deste estudo é mergulhar no funcionamento manual do fact-
checking, detalhando como se dao, na pratica, as rotinas de pesquisa, validacédo e
classificagcdo que dao sustentacdo ao combate a desinformacédo no cotidiano das
redacoes.

ApGs delimitar as bases conceituais das agéncias de checagem de fatos, torna-
se necessario compreender como se da o trabalho desenvolvido por jornalistas e
equipes especializadas. O exame do funcionamento cotidiano dessas organizacdes
revela metodologias sistematicas de apuracdo, critérios claros para selecdo de
contetudos, multiplas etapas de verificacdo e um compromisso central com a
transparéncia, elementos essenciais para garantir a credibilidade do processo,
conforme registrado nas experiéncias e manuais metodoldgicos das principais
iniciativas de fact-checking do pais.

O funcionamento pratico das agéncias brasileiras de checagem de fatos
envolve uma série de etapas metodologicas delimitadas para assegurar preciséo e
transparéncia na apuracdo. Segundo Vetritti (2020), a Agéncia Lupa organiza seu
processo em oito passos: observacdo diaria de declaracdes publicas, selecdo de
frases com base em relevancia, pesquisa em veiculos de comunicacdo e bases de
dados oficiais, uso da Lei de Acesso a Informacao, analise com especialistas, consulta
a assessorias, solicitacdo de posicionamento de quem foi checado e, por fim,
aplicacéo de selos classificatorios para os resultados finais. Ao lado, o “Aos Fatos”
adota método semelhante, estruturado em sete etapas e atengdo especial a consulta
de fontes alternativas que possam complementar ou contestar dados oficiais,
garantindo analise plural e critica dos fatos. O compromisso com a lisura e o
detalhamento do processo investigativo € consolidado pelo respeito ao cédigo de ética
da Rede Internacional de Verificacdo de Fatos (IFCN), que exige a explicitacdo publica
dos métodos e uma politica de correcdes acessivel e transparente.

Além das multiplas etapas técnicas, o processo de verificacdo € permeado por
principios normativos fundamentais. O compromisso com a transparéncia, seja na
identificacéo dos jornalistas e fontes, na exposi¢céo detalhada das metodologias ou na
politica de correcéo de erros, € apontado como requisito indispensavel para garantir

a confianca do publico, conforme refor¢ado tanto pelo manual da Agéncia Lupa quanto



27

pelo codigo da IFCN e pelos estudos de Vetritti (2020) e Carvalho et al. (2019).
Agéncias brasileiras como Lupa e Aos Fatos abrem espaco para contestacdo e
participacdo ativa dos leitores, mantém mecanismos de retificacdo visiveis e
estruturam suas checagens para que o0 percurso metodologico seja passivel de
replicacdo e auditabilidade externa. Tais praticas evidenciam o resgate da disciplina
da verificacdo e da objetividade como valores centrais do jornalismo de checagem,
constituindo um “movimento de reforma” da atividade informativa diante dos desafios
da era digital.

Dessa forma, agéncias de checagem de fatos se consolidaram como atores
indispensaveis na luta contra a desinformacéo ao combinar procedimentos rigorosos
de investigacao, transparéncia em todas as etapas e constante abertura ao publico e
a correcdo de erros. Esse arranjo metodolégico e ético ndo apenas fortalece a
credibilidade do jornalismo, mas também contribui diretamente para a construcéo de
uma esfera publica mais informada, responsavel e democratica. O trabalho manual
dos checadores, respaldado por normas internacionais e boas praticas nacionais,
ilumina os caminhos futuros para aprimorar o enfrentamento a desinformacéo,
envolvendo cada vez mais tecnologia, engajamento coletivo e compromisso com a

pluralidade informativa.
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3. METODOLOGIA

Este estudo tem como finalidade o desenvolvimento de um proto6tipo de uma
ferramenta de checagem de fatos baseada em IA, com o objetivo de avaliar sua
funcionalidade e eficacia. A natureza da pesquisa é predominantemente exploratoria,
uma vez que busca investigar e compreender as possibilidades de aplicacéo de IA no
combate as fake news, em especial na verificacéo de fatos.

A abordagem adotada é qualitativa, o foco se encontra na interpretacdo dos
dados, na analise de conceitos e compreensédo da relevancia das informacdes para o
desenvolvimento do protétipo. A escolha por essa abordagem se justifica pelo carater
interpretativo da pesquisa, que busca identificar padrdes, limitacdes e potenciais da
tecnologia em questao.

Quanto aos procedimentos metodolégicos, a coleta de dados foi realizada por
meio de uma pesquisa bibliografica, com base em artigos académicos, trabalhos de
conclusdo de curso, dissertacdes e publicacbes cientificas. O levantamento tedrico
teve como objetivo viabilizar o desenvolvimento da ferramenta, identificar os principais
desafios na checagem de fatos e analisar métodos ja utilizados em estudos
semelhantes.

A analise dos dados coletados foi feita de forma interpretativa, visando
compreender como 0s conceitos estudados podem ser aplicados na pratica e
contribuir diretamente para a construcao do protétipo. A partir das referéncias tedricas,
foram definidos os requisitos e funcionalidades esperadas da ferramenta, que

posteriormente foram implementados no protétipo.

3.2. Natureza da Pesquisa.

A metodologia deste trabalho é caracterizada por uma pesquisa de natureza
exploratéria com finalidade aplicada. E exploratéria pois se dedica a investigar e
aprofundar um problema complexo e a explorar uma solu¢éo inovadora que ainda nao
possui um paradigma consolidado. O objetivo foi compreender como a Inteligéncia
Artificial pode servir de ferramenta de empoderamento para o jornalista, em vez de

atuar como um arbitro da verdade.
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A finalidade aplicada € evidenciada pelo principal resultado do projeto, o
desenvolvimento de um prototipo conceitual para uma plataforma de software. Esse
artefato tecnolégico foi concebido para resolver um problema pratico e imediato. O
processo de desenvolvimento incluiu a definicdo da arquitetura do sistema, o
detalhamento das funcionalidades da IA de suporte, e 0 projeto da experiéncia do
usuario (UX) por meio de telas de interface. A validacdo do projeto ocorre no plano
conceitual, argumentando e demonstrando, através da arquitetura proposta, a
pertinéncia e a eficacia potencial da ferramenta para otimizar drasticamente o fluxo de
verificacdo de informacdes e, consequentemente, mitigar os danos causados pela

desinformacéo.

3.3. Padrdes para pesquisa experimental.

Com base na proposta do FakeCheckBot, desenvolvido por Aradjo, Chares e
Sampaio (2018), esta pesquisa utilizard a técnica de crawler para buscar conteddos
em sites confiaveis de agéncias de checagem, com o objetivo de localizar informacdes
semelhantes as enviadas pelos usuarios. A extracdo e comparacdo de dados
ocorrerao a partir de fontes previamente reconhecidas pela comunidade de verificacao
de fatos.

Segundo Gomes, Oliveira e Arroio (2020), o WhatsApp é uma das plataformas
com maior volume de circulacdo de mensagens, incluindo aquelas com contetudo
potencialmente falsos. Por esse motivo, o prototipo sera desenvolvido na forma de um
bot integrado ao WhatsApp, a fim de facilitar o acesso e aumentar a efetividade no
contexto de uso real.

De forma semelhante ao projeto FACTUAL, descrito por Santos (2025), que
utiliza o modelo LLAMA para analise de conteudo, este trabalho também se baseia
em modelos de linguagem natural. No entanto, considerando fatores como
acessibilidade, custo e integracdo simplificada, optou-se pela utilizacdo do modelo
Gemini no desenvolvimento do protétipo.

A equipe optou por utilizar Javascript como linguagem de programacéao, pela

simplicidade e possibilidade de uso do Node.JS.

3.3. Conducéo do protétipo.
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A conducao deste experimento sera pautada por uma abordagem exploratéria
de natureza experimental, com foco na coleta e analise de dados qualitativos. O
objetivo central € investigar e identificar os fatores que suscitam duvidas quanto a
veracidade de uma noticia, visando o desenvolvimento de uma ferramenta de alta
precisao para auxiliar agéncias de checagem de fatos.

O esboco da pesquisa se iniciara com uma revisao bibliografica aprofundada
sobre desinformacao, critérios de veracidade de noticias, funcionamento de agéncias
de fact-checking e ferramentas tecnoldgicas ja existentes com propoésitos similares.
Essa etapa fundamentara a identificacdo de potenciais fatores de suspeicdo e
informara o delineamento da fase experimental.

A fase experimental consistira na criacdo e avaliacdo de um protétipo da
ferramenta proposta. Inicialmente, sera desenvolvida uma primeira versdo da
ferramenta, incorporando os fatores de suspeicao preliminarmente identificados. Em
seguida, um conjunto de noticias, previamente categorizadas por especialistas como
verdadeiras, falsas ou enganosas, sera submetido a analise da ferramenta. Um grupo
selecionado de profissionais de agéncias de fact-checking ou especialistas na area
sera convidado a interagir com a ferramenta e com as noticias.

A coleta de dados qualitativos ocorrera por meio de mdultiplos instrumentos.
Serdo realizadas entrevistas semiestruturadas com os participantes para capturar
suas percepcdes sobre a usabilidade da ferramenta, a relevancia dos fatores
indicados por ela e sua potencial eficacia na otimizacéo do processo de verificagcao.
Adicionalmente, sessdes de observacdo direta da interacdo dos usuarios com a
ferramenta poderdo ser conduzidas para identificar dificuldades e pontos de melhoria.
Andlises de conteudo dos relatérios gerados pela ferramenta e dos comentarios dos
participantes também constituirdo uma fonte rica de dados.

A linguagem adotada na documentacéo e ao longo de toda a pesquisa seguira
o rigor técnico-cientifico, utilizando terminologia precisa e evitando ambiguidades,
conforme as normas da Associacao Brasileira de Normas Técnicas (ABNT) e as
diretrizes da instituicdo de ensino. Todos os passos da pesquisa, desde a concepc¢ao
tedrica até a analise dos resultados, serdo meticulosamente documentados. Isso
incluir4 o detalhamento dos critérios para selecao das noticias e dos participantes, os
protocolos de aplicagdo dos instrumentos de coleta de dados, e o processo de

desenvolvimento e interacédo da ferramenta.
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A andlise dos dados qualitativos sera realizada por meio de técnicas de analise
de conteldo e analise tematica, buscando identificar padrdes, categorias emergentes
e relagdes significativas entre os fatores de suspeicdo e a percepcdo dos
especialistas. Os resultados dessa anadlise informardo os ajustes e refinamentos
necessarios na ferramenta, em um processo iterativo que visa alcancar a alta preciséo
almejada. A documentacéo final apresentara de forma clara e sistematica o percurso
metodoldgico, as evidéncias coletadas, as analises efetuadas e as conclusées

obtidas, contribuindo para a validagédo da hipétese formulada.

3.4. Diagramas.

Para orientar a compreenséo do fluxo de atividades envolvidas no experimento,
este capitulo apresenta os diagramas de uso que descrevem as interacdes principais
entre os participantes e o sistema. Esses diagramas permitem visualizar, de forma
estruturada, as funcdes previstas, os papéis desempenhados e os caminhos de

execucao, servindo como base para analise e validacéo das etapas experimentais.
3.4.1. Caso de uso.
O Diagrama de caso de uso demonstra de forma breve como o protétipo

funciona em relagcdo a como 0s usuarios comuns e os jornalistas podem interagir com

ele.

Figura 1 - Diagrama de caso de uso.
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Fonte: Desenvolvido pelos autores (2025).



3.4.2. Arquitetura do sistema.

O fluxograma da Figura 2 demonstra o funcionamento do protétipo e como ele
lida com as solicitacdes e salva as pré analises antes de envia-las ao dashboard.

Figura 2 - Arquitetura do sistema.
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Fonte: Desenvolvido pelos autores (2025).
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3.4.3. Critérios para avaliacao.

A avaliacdo da ferramenta proposta neste estudo considera dois perfis de
usudrios principais: o usuario final, que envia uma noticia para analise via WhatsApp,
e a agéncia de checagem, que recebe os dados processados para investigacéo
detalhada. Para cada um desses publicos, foram definidos critérios especificos que
permitirdo medir a eficacia, a confiabilidade e a usabilidade da solucédo baseada em
inteligéncia artificial.

No caso do usuario final, os principais critérios avaliados serdo: a precisdo da
classificacdo da noticia como potencialmente falsa, a qualidade das fontes retornadas,
0 tempo de resposta da ferramenta e a clareza da comunicacdo. A precisdo da
classificacdo serd medida por meio de métricas como acurécia e precisdo com base
em um conjunto de noticias ja verificadas. A qualidade das fontes sera avaliada de
forma mista: automaticamente, por meio da verificacdo de dominios confidveis e
reputagdo na web, e manualmente, considerando a relevancia do conteudo
apresentado em relagcdo a noticia analisada.

Em relacéo a agéncia de checagem, os critérios de avaliagdo concentram-se
na qualidade das informacdes recebidas, que devem auxiliar no processo de
verificacdo humana. Serdo analisados o nivel de clareza e completude do resumo
gerado pela IA e validagéo por especialistas da agéncia. A relevancia dos contatos
sugeridos pela ferramenta também sera considerada, verificando se esses dados séo
Uteis, validos e contribuem para a apuracao da histéria. Por fim, sera observada a
consisténcia e completude dos dados enviados, garantindo que todos os campos
esperados (probabilidade, fontes, resumo e contatos) sejam preenchidos

corretamente, sem lacunas ou erros estruturais.
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4. DOCUMENTACAO DO DESENVOLVIMENTO

Esta secdo documenta o processo de materializagdo do Protdtipo Conceitual,
detalhando as decisdes técnicas e metodoldgicas que transformaram a arquitetura
tedrica em um sistema funcional. A documentacéao foca em trés pilares essenciais: as
escolhas tecnoldgicas (stack) que fundamentaram o ambiente de desenvolvimento; a
elaboracdo do prompt de Inteligéncia Artificial, que é o pilar do sistema de apoio a
decisdo; e o design e implementacdo do dashboard de usuario, que serve como a

ponte human-in-the-loop para a otimizacéo do fluxo de trabalho de fact-checking.

4.1. Desenvolvimento do aplicativo.

Para o desenvolvimento do backend do prototipo, foi utilizado o Node.JS, a
escolha se justifica pela disponibilidade da biblioteca Baileys. A biblioteca é descrita
como uma API n&o oficial para o Whatsapp Web, operando com o uso do protocolo
de WebSocket. Sua utilizacdo permite a automacao de contas tanto com perfis de
usuarios comuns quanto com contas do Whatsapp Business. Esta automacéao permite
a utilizagdo de uma conta comum como uma conta de bot, que servird como endpoint
de recebimento de solicitacdes de verificacdo e analise inicial de noticias suspeitas.

Vale ressaltar que por se tratar de uma API ndo oficial, sua utilizacdo esta
presente somente na prototipagem da ferramenta, em uma maior producdo, a
implantac&o da API oficial do Whatsapp Business seria ideal para garantir estabilidade
e conformidade com os termos de servigo da plataforma.

Para as analises iniciais dos contetdos submetidos, o sistema se utiliza da API
do Google Gemini. Através de um prompt estruturado, a IA avalia o texto ou link
enviado em busca de caracteristicas e padrdes associados a desinformacéo. Estas

caracteristicas sao:

e Fontes nao confiaveis;

e Linguagem nao informativa;
e Senso de urgéncia,;

e Sensacionalismo;

e Gramadtica correta;
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e Possui texto opinativo;
e Titulo chamativo (clickbait);

e Viés de confirmacédo (textos que busquem reafirmar uma crenca).

O endpoint da APl do Gemini retorna uma avaliagéo preliminar qualitativa em
formato de JavaScript Object Notation (JSON), com os campos de score, que
representa a probabilidade do conteddo ser falso, e reasoning, que contém a
justificativa textual de acordo com a explicabilidade da IA para a pontuagéo atribuida
no score.

Para salvar os dados obtidos e comunicacdo com o frontend (o dashboard da
agéncia de fact-checking), foi implementado um gerenciamento de dados simples.
Apos a conclusdo de analise preliminar da IA, uma funcdo responséavel por salvar e
estruturar as informacdes em um arquivo JSON. Cada arquivo criado engloba os
seguintes dados:

e O titulo da noticia (limitado a 25 caracteres para padronizagdo da exibi¢ao);

e O identificador do usuario (foi utilizado o numero de telefone para este
protoétipo);

e A data e hora da solicitacéo;

e A fonte da noticia (pode ser uma Uniform Resource Locator (URL) ou “texto
puro” em caso de mensagens encaminhadas);

e O conteudo analisado;

e Os resultados da andlise (score e reasoning).

Para nomenclatura dos arquivos com os dados obtidos durante a analise,
visando a simplificacdo e menor consumo de dados no frontend, cada arquivo é
nomeado com um indice incremental, como uma fila. Estes arquivos sdo armazenados
em um diretério padrdo para que seja exibido e analisado posteriormente no
dashboard.

4.2. Design do aplicativo.

O design do aplicativo € o componente pratico que materializa os objetivos de
otimizacdo da triagem e suporte a analise aprofundada de noticias. O protétipo
apresentado nesta sec¢ao serve como a interface de usuario (Ul) para a arquitetura de

IA proposta neste trabalho.
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Seu desenvolvimento foi baseado no conceito de human-in-the-loop (humano
no controle), onde a inteligéncia artificial ndo assume o papel do analista, mas atua
como um assistente que potencializa a verificacdo dos fatos. O foco principal é a
eficiéncia operacional, apresentando a informagao ao analista de forma priorizada e

ja contextualizada.

4.2.1. Fila de Verificacao.

A tela principal do sistema € o dashboard "Fila de Verificagdo", como mostrado
na Figura 3. Esta interface € projetada para superar o desafio de triagem, exibindo um
volume massivo de alegacbes com seus detalhes organizados para a priorizacao

automatizada do analista.

Figura 3 - Fila de Verificacao do sistema.
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Fonte: Desenvolvido pelos autores (2025).
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ing de titulos AAA -
NotebookCheck.info News

Score de risco

Cada alegacao ou contetudo submetido a analise é apresentado como um card
individual na tela. Tal formato permite ao analista processar visualmente multiplas
requisicdes de forma rapida e organizada.

O elemento central de cada card € o "Score de Risco" (ex: 96%, 82%). Esse

valor é a saida direta do modelo de IA (descrito na secéo anterior, 3.1), que analisa
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um conjunto de fatores, como a fonte da alegacdo, data para analise, linguagem
sensacionalista, viés de confirmacao e presenca de texto opinativo.

Para traduzir o score numérico em uma ac¢ao de trabalho clara, o sistema aplica
uma tag de classificacdo qualitativa (ex: "ALTA PRIORIDADE", "MEDIA
PRIORIDADE"). Essa classificagdo permite que o analista identifique quais itens
exigem sua atencdo imediata, 0 que atende diretamente ao objetivo de otimizacao da
triagem. O analista ndo precisa mais decidir manualmente por onde comecar; a
ferramenta ja indica suas prioridades com base no potencial de dano da

desinformacgéo.

4.2.2. Interface de Anélise Aprofundada

Ao selecionar um card na tela inicial, o analista inicia a segunda fase do fluxo
de trabalho, acessando a janela de "Detalhes de Analise", mostrada na Figura 4. Esta
interface é onde o suporte de IA a analise aprofundada é efetivamente entregue. Seu
design é estruturado para prover um dossié completo sobre a alegacao, otimizando a

pesquisa manual do analista.

Figura 4 - Detalhes da Andlise do sistema.
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Fonte: Desenvolvido pelos autores (2025).
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O primeiro campo exibe um resumo conciso da alegacao gerada pela IA. Isso
poupa tempo do analista, que obtém a esséncia do conteldo sem precisar consumir
a fonte do artigo integralmente.

O campo de “Reasoning” € um critico para a transparéncia e confiabilidade da
ferramenta, alinhado aos principios de explicabilidade da IA. O sistema ndo apenas
atribui um score, mas justifica sua avaliacdo. (Ex: "O modelo identifica que a fonte
'UOLUDL Flash' ndo € um dominio de noticias estabelecido" ou "O titulo apresenta
alegac0es financeiras (salario de R$ 12 mil) que ndo séo corroboradas no corpo do
texto da fonte"). Essa justificativa direciona o foco investigativo do analista.

Por fim, a ferramenta age como um assistente de pesquisa automatizado. O
sistema apresenta informacdes relevantes da alegacéo, como a data da requisicao,
contato do requisitante, e a URL da fonte, otimizando a verificagao para corroborar ou

refutar a noticia.

4.3. Avaliacdo e andlise dos testes realizados.

Para o teste da eficacia do prototipo, foram executados diversos testes
controlados. A metodologia de validac&do envolveu a constituicdo de 10 (dez) noticias
escolhidas, sendo 5 (cinco) delas veridicas e 5 (cinco) itens de desinformagéo (fake
news) conhecidos. A selecdo dessa amostra buscou garantir diversidade contextual e
temporal.

No conjunto de conteudos falsos, o sistema demonstrou alta eficacia. Em 100%
dos casos (5 de 5), o modelo de IA classificou corretamente os itens como
potencialmente falsos, atribuindo um score de probabilidade de falsidade superior a

50%, como pode ser observado no Quadro 4.



Quadro 4 - Noticias falsas para analise.
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Noticia Ano da Probabilidade de fake | Justificativa (reasoning)
noticia news (score)

Eficacia da Coronavac: os Os 50% séo dados reais, mas a

testes no grupo de risco noticia emitiu que a vacina

dos idosos foram demonstrou alta eficdcia na

“reduzidos” e a eficacia 2020 75% prevencdo de casos graves e

da vacina, em torno de gue possui uma linguagem

50%, € muito baixa e nao alarmista

garante o fim da

pandemia.

Menino crucificado na A falta de fontes confidveis e

Ucrania 2014 95% linguagem alarmista e
sensacionalista

Nestlé vai demitir 16 mil Relata que a data esta fora de

pessoas no Brasil 2025 95% seu alc_ance, entdo |gno,raadata,
e afima que h& erros
gramaticais na noticia

Ninho de cobras Possui falta de fontes e indicios

encontrado no 2012 98% de ser uma lenda urbana ou

McDonald’s boato

Criancas boiando nas O texto ndo apresenta fontes ou

aguas dos rios do Sinos e 2024 95% evidéncias e apresenta uma

Gravatai por falta de
socorro das autoridades

linguagem sensacionalista

Fonte: Desenvolvido pelos autores (2025).

A andlise das justificativas retornadas pela API revelou um padréo consistente:

o principal critério destacado pelo modelo para a classificacdo negativa foi a auséncia

de fontes e referéncias verificaveis no corpo do texto.

Na andlise do conjunto de noticias veridicas, a ferramenta classificou

corretamente 4 dos 5 itens (80% de acerto), atribuindo-lhes um baixo score de

probabilidade de falsidade.



Quadro 5 — Noticias verdadeiras para analise.
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Noticia Ano da Probabilidade de fake | Justificativa (reasoning)
noticia 40ews (score)

Alerta  laranja  de Ignora a data e afirma que é

tempestade nos dias altamente incomum que o

8/11 e 9/11 de 2025 em 2025 85% INMET emita alertas de

algumas regides de severidade

Séo Paulo

Brecha grave em E uma fonte confiavel e

navegadores de Linux apresenta uma vulnerabilidade

e Mac segue ativa 2024 5% gue pode ser encontrada em

desde 2008 outras  fontes, além de

profissionalismo na escrita

Preso primeiro A noticia possui fontes veridicas

suspeito por 2014 50 sobre o evento tragico, além de

. 0 . s -

linchamento de mulher mencionar a policia, advogados

em Guaruja e familiares

Setor elétrico prepara Mesmo ignorando a data, possui

plano emergencial para 2025 5% fontes claras e detalha o plano

excesso de energia sem uma linguagem alarmista

Japonés que gastou Cita fontes externas e apresenta

R$ 75 mil em fantasia o uma linguagem adequada para

de cachorro faz seu 2023 5% uma noticia

primeiro passeio na rua

Fonte: Desenvolvido pelos autores (2025).

Contudo, foi identificado um falso positivo. Uma noticia veridica, cuja
publicacdo era muito recente, foi incorretamente classificada com 85% de
probabilidade de falsidade. Esta anomalia é atribuida a data de corte de conhecimento
da API do Gemini. O modelo ndo possui informacdes sobre eventos ocorridos ap6s
seu periodo de treinamento, interpretando a auséncia de informa¢des em sua base
de dados como um indicativo de falta de fontes, similar ao comportamento de uma
noticia falsa.

Apesar dessa ocorréncia isolada, a taxa de acerto global do protétipo na
amostragem foi de 90% (9 de 10 casos), demonstrando a viabilidade da ferramenta

para a triagem inicial de contetdo suspeito.
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4.4. Relevancia e Contribuicdo para a Seguranca da Informacéo.

Embora as fakes news sejam interpretadas como um desafio jornalistico, elas
representam uma ameaca a propria Seguranca da Informacéo (Sl), pois atingem um
pilar essencial da mesma: a integridade.

A Sl apresenta trés pilares fundamentais, a integridade, a confidencialidade e
a disponibilidade, estes conceitos dizem respectivamente se a informacao nao sofreu
alteracdes e é veridica, se ela é acessivel apenas por pessoas autorizadas e se esta
acessivel quando necessario. No contexto deste protétipo, o pilar mais importante € a
integridade, devido ao modo como as fakes news atuam. A desinformacdo ataca
diretamente a veracidade dos fatos, corrompendo a informacao legitima e induzindo
individuos ao erro. Portanto, uma ferramenta capaz de auxiliar a identificacdo de um
contelido suspeito antes de sua propagacdo, mantendo a veracidade da informacéo
e mitigando os riscos que poderiam atrair caso fossem amplamente propagadas,
mesmo que por um breve periodo de tempo. No entanto, este ndo € o Unico fator a se
levar em consideracgao, visto que as fakes news podem ser comparadas a algo similar
a engenharia social.

As fakes news operam em similaridade a engenharia social, em larga escala.
A engenharia social dentro da seguranca da informacé&o visa manipular um individuo
a que ele comprometa um sistema técnico. A desinformacao aplica essa mesma l6gica
em nivel social, manipulando a percepc¢éao publica com intuito de corromper o sistema
de confianca coletivo. Esse ataque explora vulnerabilidades humanas, como viés de
confirmagéo ou a exploragéo de linguagem sensacionalista, para induzir um “usuario”,
nesse contexto, cidadao a aceitar a desinformagéo como integra e propaga-la.

Neste contexto, o protétipo conceitual desenvolvido neste Trabalho de
Concluséo de Curso (TCC) demonstra seu valor como uma ferramenta que materializa
a aplicacao de conceitos de Seguranca da Informacédo para mitigar um problema que
explora a vulnerabilidade humana. Ao enquadrar a desinformacédo como um ataque a
integridade e um vetor de engenharia social, a ferramenta proposta atua como uma
linha de defesa. Automatizando a triagem, priorizando ameacas com um score e
fornecendo analise (reasoning), para otimizar a resposta humana, o valor do projeto,
portanto, reside em tratar fake news da forma devida, como um problema tangivel de
Sl
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5 CONSIDERACOES FINAIS

Este Trabalho de Conclusdo de Curso investigou o fenbmeno crescente da
desinformacédo e propés uma solucdo tecnolédgica para otimizar o processo de fact-
checking, um dos principais desafios enfrentados pelos jornalistas. O estudo resultou
no desenvolvimento e avaliacdo de um protétipo conceitual, detalhado como uma
“‘Arquitetura e Prototipo Conceitual de uma Ferramenta para Triagem e Analise
Aprofundada de Desinformagédo”. A ferramenta proposta utiliza técnicas de
Inteligéncia Artificial para automatizar a triagem e acelerar a analise de fatos.

O objetivo geral foi atingido através da prototipacdo de um sistema funcional.
Este sistema integra uma interface de recebimento de alegagbes via WhatsApp
(utilizando a biblioteca Baileys) a um dashboard de "Fila de Verificagdo" para o
analista. Conforme detalhado nas secdes seguintes, 0s objetivos especificos,
representados pelas hipéteses H2 e H3, também foram validados.

Confirmando a hipétese (H2), a ferramenta demonstrou alta eficacia na
otimizacao da triagem e priorizacdo da checagem de fatos. A implementacao do score
de risco, uma saida direta da arquitetura de IA, e sua traducdo em tags visuais (ex:
"ALTA PRIORIDADE") transforma uma massa de dados complexos em uma fila de
trabalho intuitiva e acionavel. O prot6tipo permite ao analista focar imediatamente nos
casos com maior potencial de desinformacéo, substituindo um processo manual e
subjetivo por uma triagem sistematica e orientada por dados. O ganho em eficiéncia
operacional é direto, reduzindo o tempo de resposta a desinformacgéo e otimizando o
tempo do analista.

Adicionalmente, o protétipo validou a aceleracédo da pesquisa (H3), provando a
eficacia da abordagem human-in-the-loop. Ao gerar o dossié de detalhes da analise,
0 sistema automatiza a pesquisa preliminar. O reasoning (justificativa da 1A) é o
componente central dessa aceleracao, que funciona como uma forma simples da IA
explicar sua pesquisa para o analista, destacando por que uma alegacao € suspeita.
Ao poupar o trabalho investigativo inicial, o analista assim pode direcionar seu esforco
para a analise critica e a tomada de decisdo. Portanto, ao comprovar a H3, o sistema
valida a hipotese principal (H1), a otimizacdo do fluxo de trabalho de fact-checking é
alcancada ndo pela substituicho do analista, mas pela sua capacitacdo com

ferramentas de IA gque automatizam a triagem e aceleram a andlise.
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Conclui-se, a partir dos testes realizados, que a utilizacdo de LLMs para a
triagem de desinformacdo € uma abordagem viavel e altamente promissora. Nos
testes controlados com uma amostra de 10 noticias (veridicas e falsas), o prototipo
alcancou uma taxa de acerto global de 90%. Notavelmente, o sistema identificou
corretamente 100% das noticias falsas analisadas. Este resultado confirma o potencial
da ferramenta para atuar como um poderoso assistente para o analista, alinhado ao
conceito de human-in-the-loop, onde a IA potencializa a capacidade humana em vez
de substitui-la.

A principal dificuldade encontrada durante o desenvolvimento do protétipo foi a
limitacdo intrinseca da "data de corte de conhecimento” da APl do modelo LLM
Gemini. Isso levou a um falso positivo, onde uma noticia veridica muito recente foi
classificada com 85% de probabilidade de falsidade, pois o modelo interpretou a
auséncia de informacOes em sua base de treinamento como uma falta de fontes
confiaveis. Outra limitacdo técnica do protétipo é o uso de uma API nado oficial do
WhatsApp (Baileys), que, embora eficaz para a prototipagem, ndo seria viavel para
uma implementacao em produgao.

Essa producdo académica proposta reforca a visdo de que, embora a
Inteligéncia Artificial seja uma ferramenta poderosa, ela deve servir como suporte a
decisado, e ndo como um arbitro final da verdade. A principal contribui¢cdo deste projeto
reside na demonstracdo pratica de como a IA pode ser usada para filtrar o ruido
informacional e direcionar o foco humano para onde ele € mais necessario. Em suma,
0 protétipo valida que a tecnologia ndo substitui o julgamento critico, mas o
potencializa, otimizando a capacidade de resposta a desinformacao.

Para trabalhos futuros, sugere-se novas frentes de pesquisa e desenvolvimento
para expandir e aprimorar a solucao proposta. Uma melhoria crucial seria a integracao
de busca em tempo real, implementando uma arquitetura que conecte o LLM a
ferramentas de busca. Isso superaria a principal limitacao identificada no estudo, a
data de corte de conhecimento do modelo Gemini, e permitiria a verificacdo de eventos
atuais, evitando falsos positivos em noticias recentes. Visando a robustez e
praticidade da aplicacdo da ferramenta, € recomendada a migracéo para a API oficial
do WhatsApp Business. Essa etapa substituiria a biblioteca n&o oficial Baileys,
utilizada na prototipagem, para garantir estabilidade, escalabilidade e conformidade

com os termos de servi¢o da plataforma em um ambiente de producéo.
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Outro passo fundamental seria a validacdo com profissionais. Sugere-se a
realizacdo de testes de usabilidade e eficAcia em larga escala, envolvendo
diretamente jornalistas e agéncias de fact-checking. Essa validacdo permitiria medir
guantitativamente a reducéo no tempo de verificagao e colher feedback essencial para
o refinamento da ferramenta. Além disso, € proposta a expansdo multimodal do
sistema. Atualmente a desinformacdo ndo se limita mais a textos, portanto, uma
evolucdo natural seria capacitar a ferramenta para analisar outros formatos comuns,
como imagens, audios e videos.

Por fim, para aumentar a precisdo da IA no contexto nacional, seria valioso
explorar o refinamento do modelo. Isso envolveria o ajuste fino (fine-tuning) de um
LLM utilizando um dataset especifico de noticias ja checadas no Brasil. Tal processo
aprimoraria a capacidade do modelo de identificar nuances culturais, sarcasmo e
padrées de desinformacdo locais, tornando a triagem ainda mais inteligente e

contextualizada.
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