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1. LISTA DE ABREVIATURAS

Al Artificial Intelligence (Inteligéncia Artificial)
Al Act Artificial Intelligence Act (Regulamento Europeu de IA)
DL Deep Learning (Aprendizado Profundo)
1A Inteligéncia Artificial
IEEE Institute of Electrical and Electronics Engineers
LGPD Lei Geral de Protecao de Dados (Lei n° 13.709/2018)
LSTM Long Short-Term Memory (Meméria de Curto e Longo Prazo)
ML Machine Learning (Aprendizado de Maquina)
RNN Recurrent Neural Network (Rede Neural Recorrente)
SciELO Scientific Electronic Library Online
Tor The Onion Router (Roteador em Camadas, utilizado para

navegagao andnima)

Us$

Dolar Americano




Virtual Private Network (Rede Privada Virtual)

Explainable Artificial Intelligence (Inteligéncia

Artificial Explicavel)




2. RESUMO

O presente artigo analisa o uso da Inteligéncia Artificial (IA) na detecgdo e combate
de crimes cibernéticos na dark web, destacando seu potencial como ferramenta
tecnologica para investigagcbes em ambientes digitais andnimos. A pesquisa, de natureza
qualitativa e exploratéria, fundamenta-se em revisdo bibliografica e estudo de caso do
modelo DarkBERT, desenvolvido para identificar padrdes criminosos em foruns ocultos. O
estudo aborda o funcionamento da dark web, os principais tipos de crimes cibernéticos e a
aplicacao de técnicas de Machine Learning e Deep Learning na seguranga digital. Também
discute os desafios éticos, legais e técnicos da utilizagdo da IA nesse contexto,
especialmente no Brasil, onde ha lacunas estruturais e legislativas. Conclui-se que,
embora a |IA represente um avango promissor no rastreamento e prevencao de atividades
ilicitas, seu uso deve estar alinhado a principios de transparéncia, ética e governanca
responsavel, exigindo a atuagéo conjunta de profissionais qualificados e politicas publicas

voltadas a ciberseguranca.

Palavras-chave: Inteligéncia Artificial. Dark Web. Crimes Cibernéticos. Ciberseguranca.

Machine Learning.

3. ABSTRACT

This article examines the use of Artificial Intelligence (Al) in detecting and combating
cybercrimes on the dark web, emphasizing its potential as a technological tool for
investigations in anonymous digital environments. The research, qualitative and exploratory
in nature, is based on a bibliographic review and a case study of the DarkBERT model,
developed to identify criminal patterns in hidden forums. The study explores the structure of
the dark web, the main types of cybercrimes, and the application of Machine Learning and
Deep Learning techniques in digital security. It also discusses the ethical, legal, and
technical challenges of using Al in this context, particularly in Brazil, where structural and
legislative gaps persist. The findings indicate that although Al represents a promising

advancement in tracking and preventing illicit activities, its implementation must align with
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transparency, ethical governance, and human oversight, supported by skilled professionals

and public policies aimed at strengthening cybersecurity.

Keywords: Artificial Intelligence. Dark Web. Cybercrime. Cybersecurity. Machine Learning.



4. INTRODUGAO

Por volta do século XX, o mundo passou por diversas mudangas sociais e
tecnolégicas, dentre elas, o surgimento do computador utilizado na Segunda Guerra
Mundial (1939-1945), criado por John Eckert e John Mauchly. O ENIAC foi o primeiro
passo, rumo ao que hoje conhecemos como tecnologia moderna. Essa mesma
tecnologia assumiu um papel fundamental no desenvolvimento social, econémico e
cientifico, trazendo praticidade, acessibilidade em conhecimentos gerais e
transformando profundamente as formas de comunicacdo, trabalho e aprendizado
(CERUZZI, 2003; CASTELLS, 2003).

A partir desse marco, a sociedade passou a vivenciar uma revolugao digital, em
que os processos se tornaram cada vez mais automatizados e integrados. Com o
avango da internet e das tecnologias da informagao, novas possibilidades surgiram.
Desde a criacdo de sistemas de gestdo e bancos de dados até o surgimento da
inteligéncia artificial e da computagdo em nuvem. Assim, o computador deixou de ser
apenas uma ferramenta de célculo para se tornar um elemento essencial no cotidiano
das pessoas e nas organizagdes, impulsionando a inovagdao e moldando o mundo

contemporaneo.

Entretanto, € inegavel que esse ambiente também abriu espago para novas
formas de criminalidade. A medida que a sociedade se digitalizou, surgiram praticas
ilicitas como o comércio ilegal de dados pessoais, a falsidade ideoldgica e diversas
modalidades de fraude virtual. Essas agbes passaram a se disseminar com facilidade,
muitas vezes sobrepondo-se as atividades legitimas e comprometendo a confianga nas

interagdes online.

Esses setores da internet com menor visibilidade, comumente denominados
como camadas profundas da web ou deep web, exigem métodos de acesso
especificos, o que restringe significativamente a entrada de usuarios comuns
(CASTELLS, 2003). Essa limitagdao técnica, inicialmente criada para garantir

privacidade e seguranga na troca de informagdes, passou a ser explorada por



organizagbes criminosas e grupos ilicitos. Conforme aponta Recuero (2014), o
ambiente digital reflete as dindmicas sociais existentes, o que inclui a migragao de
praticas ilegais para o meio virtual. Assim, essas areas tornaram-se refugio para o
trafico de drogas e armas, a comercializacdo de dados pessoais, fraudes financeiras e

a disseminagao de conteudos ilegais, incluindo pornografia infantil.

Segundo Souza e Silva (2018), a estrutura descentralizada e o uso de
ferramentas de anonimato, como o navegador Tor e redes criptografadas, dificultam a
identificacdo e o rastreamento de usuarios nessas camadas da web. Essa
caracteristica amplia a complexidade das investigacdes e desafia a atuacédo de 6rgaos
reguladores e forgas policiais. A auséncia de mecanismos eficazes de monitoramento e
a falta de cooperagao internacional em matéria de ciberseguranga tém contribuido para
o fortalecimento dessas redes ilicitas, exigindo novas estratégias legais e tecnoldgicas

para o enfrentamento do cibercrime.

Acompanhando o avango dos computadores e da internet, por volta da década
de 1940, Alan Turing propds a possibilidade dos computadores apresentarem
comportamentos humanos, originando assim o conceito de "Teste de Turing" (TURING,
1950). Mas apenas em 1956, durante a conferéncia de Dartmouth, os pesquisadores
John McCarthy e Marvin Minsky estabeleceram a IA como um campo de estudo formal,
cunhando o proprio termo “Inteligéncia Artificial” (MC CARTHY et al., 1956).

Nas décadas seguintes, programas especializados em xadrez, resolugdo de
problemas e sistemas especialistas demonstraram que algoritmos poderiam replicar
aspectos do raciocinio humano. Essa trajetoria culmina hoje no uso de aprendizado
profundo (deep learning), que permite que maquinas identifiquem padrées complexos
em grandes volumes de dados, abrindo possibilidades inéditas em areas como
seguranga digital, analise de comportamento e prevencdo do cibercrime
(GOODFELLOW; BENGIO; COURVILLE, 2016).

A capacidade de aprendizado de uma maquina ao fazer analise de dados
significativos, e de identificar padrdes antecipando comportamentos ou acdes

suspeitas, trouxe o olhar dos estudiosos para que ela passasse a ser treinada para



esse tipo de servico. A deteccao de atividades criminosas utilizando IA traria uma nova
visdo para o combate do cibercrime, aumentando a eficiéncia do rastreamento de
usuarios suspeitos, movimentagdes que seguem um padrao e até mesmo na detecgao

de comportamentos humanos que podem ser julgados como potencialmente de risco.

A proposta desta pesquisa € investigar de forma aprofundada o uso da
Inteligéncia Artificial (IA) no combate ao cibercrime, buscando compreender as
tecnologias aplicaveis a diferentes contextos e seus respectivos limites. Além disso,
pretende-se discutir os impactos sociais e éticos decorrentes da adocdo dessas
ferramentas, especialmente no que diz respeito a seguranga e a confiabilidade dos
sistemas automatizados. O foco do estudo concentra-se na analise de métodos e
sistemas baseados em |A voltados ao monitoramento e a detecgcdo de crimes
cibernéticos, com énfase em ambientes de acesso restrito, como a dark web, onde o

anonimato e a criptografia representam desafios adicionais a atuagédo das autoridades.

O principal desafio identificado nesta pesquisa refere-se ao cenario
contemporaneo em que o cibercrime evolui em ritmo superior a capacidade das
instituicbes publicas de supervisionar e conter as ameacas digitais. Essa disparidade
evidencia um descompasso entre o avango das tecnologias empregadas em atividades
ilicitas e os mecanismos de defesa desenvolvidos pelos 6rgaos reguladores. Nesse
contexto, o presente trabalho busca contribuir para a discussdo sobre o uso ético e
responsavel da |IA, considerando ndo apenas sua eficiéncia técnica no rastreamento e
detecgdo de crimes, mas também os riscos e implicagbes que seu uso pode

representar para a sociedade digital contemporanea.
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5. OBJETIVOS

O foco dos objetivos dessa pesquisa, sdo em grande maioria, analisar a
eficiéncia da aplicagao das técnicas da inteligéncia artificial na detecgdo e no combate
de crimes digitais na camada mais escondida da web, conhecida como dark web. A
pesquisa também se foca em buscar compreender o processo no qual essas
tecnologias serédo aplicadas para detectar padrboes de comportamento suspeitos, uma
vez que a IA é treinada, ela podera identificar atividade suspeita, distribui¢cdes ilegais
de dados e até mesmo féruns que violem outras diretrizes legais, como, por exemplo,
distribuicdo de pornografia infantil, trafico humano quebrando a seguranca e as altas

camadas de irrastreabilidade.

Isto posto, o presente escrito pretende fazer descrigdes técnicas a respeito da
estrutura da dark web, seu funcionamento, seus métodos de acesso, dando destaque
aos recursos que permitem que seu anonimato seja impecavel. Logo depois, analisar
os cibercrimes que sdo mais criticos e que ocorrem com maior frequéncia nesse
ambiente, assim como as dificuldades para serem investigados e, por fim, descrever
sobre a Inteligéncia Artificial, apresentando também abordagens como Machine

Learning e Deep Learning.
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6. JUSTIFICATIVA

A crescente complexidade e expansao dos crimes cibernéticos na dark web tém
se tornado uma ameaga concreta a seguranca digital, a privacidade de dados e a
integridade de sistemas publicos e privados. Este ambiente oculto da internet, por sua
prépria arquitetura técnica, dificulta a rastreabilidade de agdes ilicitas, favorecendo
atividades como trafico de dados, armas, drogas, abuso infantil e fraudes financeiras. A
utilizagdo de tecnologias de anonimato, como a rede Tor, impde barreiras substanciais
a atuacao de autoridades e sistemas tradicionais de investigagcéo, exigindo solugdes
inovadoras que combinem alto desempenho técnico com respeito a principios éticos e

legais.

Diante desse cenario, o uso de inteligéncia artificial se destaca como uma
abordagem promissora e necessaria para pesquisadores, autoridades e o&rgaos
responsaveis pela segurancga digital. Algoritmos de aprendizado de maquina e modelos
de linguagem treinados com dados oriundos da dark web, como o DarkBERT, tém
demonstrado capacidade real de identificar padrées criminosos, classificar ameacgas e
apoiar investigagdes com precisao elevada, mesmo diante de volumes massivos e néao
estruturados de informagdo. A viabilidade técnica dessas ferramentas, aliada a sua
escalabilidade, indica que a IA pode desempenhar papel central no combate aos
crimes digitais, especialmente em ambientes onde a agdo humana é limitada ou

ineficaz.

A relevancia desta pesquisa, sendo a comunidade académica e cientifica e as
autoridades, estda no seu potencial de contribuir para o fortalecimento da segurancga
cibernética, a protecdo e identificacdo de usuarios vulneraveis e também no
aprimoramento de politicas publicas voltadas ao enfrentamento de crimes digitais. Ao
investigar a aplicacdo da IA nesse contexto, o trabalho busca ampliar a discussao
académica sobre as interagdes entre tecnologia, ética e direito digital, promovendo uma
reflexdo sobre os limites e possibilidades do uso de sistemas inteligentes em atividades

de monitoramento e investigagao.
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7. DARK WEB

A dark web protagoniza um dos temas mais complexos e controversos na area
da tecnologia, mais especificamente no campo da seguranga da informagao.
Diferentemente do que se conhece como surface (superficie da internet) acessada por
navegadores mais comuns, a dark web € uma camada profunda da deep web, por esse
motivo ndo ha como ser acessada pelos meios convencionais, sendo necessario

softwares especificos, como o Tor, para ser acessada (TURING, 2013).

Turing (2013) relembra que o projeto Tor foi iniciado pela Marinha dos Estados
Unidos na intencdo de proteger comunicagdes governamentais e que em 2002 foi
liberado como um software livre, desse modo, acredita-se que essa camada da deep
web surgiu como uma parte do desenvolvimento das tecnologias de navegacéao
anénima por volta da década de 90. Por oferecer uma grande seguranga de
privacidade, o Tor comegou a ser utilizado por ativistas, jornalistas e outros usuarios
que buscavam esse anonimato, infelizmente essa ferramenta também passou a ser
utilizada por criminosos o que levou ela a ser  conhecida
como dark web (OKYERE-AGYEI, 2025)

Para Turing (2013) a dark web, ao longo dos anos, se tornou um ambiente onde
tanto a liberdade de expressao quanto o cibercrime andam lado a lado. "A dark web
permite que usuarios mantenham o anonimato quase total, o que atrai desde
dissidentes politicos até criminosos" (TURING, 2013, p. 15). Na obra "dark web
Demystified" podemos ter uma visdo inicial clara sobre como as operagdes, 0s
protocolos e a ambiguidade de seu uso acontecem, sendo uma obra fundamental para

uma compreensao em larga escala desse fendmeno tecnoldgico.

Sob o olhar de Okyere-Agyei (s.d.), a essa camada profunda da dark web é
composta por outras muitas camadas de seguranga e criptografia que ocultam a
identidade dos usuarios e servidores, dessa forma, existe uma enorme dificuldade no
rastreamento de agbes criminosas. "As atividades ilicitas prosperam na dark web
devido a sua natureza descentralizada e anénima" (OKYERE-AGYEI, s.d.). Essa

complexa construgdo tecnoldgica permite que conteudos ilegais circulem e sejam
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distribuidos com relativa seguranca e liberdade, o que representa um desafio constante

para os 6rgaos responsaveis que precisam lidar com crimes cibernéticos.

Do ponto de vista juridico, fazer uso de ferramentas como malwares para coletar
provas digitais também se insere nesse debate. A Universidade de Coimbra realizou
um estudo, no qual, "o uso de malware pela autoridade policial levanta sérias questdes
quanto a legalidade e a admissibilidade das provas colhidas" (UNIVERSIDADE DE
COIMBRA, s.d., p. 22). Isso porque seriam utilizados meios que n&o possuem
credibilidade para coletar provas que seriam cruciais na resolu¢cao desse dilema, que

vem ocorrendo ha muito tempo entre seguranga publica e privacidade individual.

Fabio Serapiao (2024) publicou uma reportagem no Estaddo no qual se fala
sobre as investigacbes que se baseiam em padrdes de comportamento e as
correlagdes para que o anonimato seja rompido, segundo o veiculo, "0os agentes
conseguiram, por meio de técnicas de rastreamento digital, encontrar os verdadeiros
operadores de paginas escondidas na dark web" (SERAPIAO, 2024). Para
complementar, a Policia Federal brasileira ja utiliza tecnologia de ponta para identificar
usuarios da dark web, mesmo quando protegidos pelos softwares que sustentam o

anonimato.

Segundo Santos et al. (2022), "a estrutura do mercado negro digital na dark web
opera com mecanismos préoprios de reputacdo, pagamento via criptomoedas e controle
de qualidade dos produtos ilicitos" (p. 9). Dessa forma, podemos perceber que néo é
apenas as camadas de seguranga e anonimato que tornam as coisas desafiantes para
as autoridades, a operagao nesse espaco digital tem uma facilidade de comercializagao
e com o baixo risco de puni¢cbes, além das suas estruturas de comunicacao
profundamente enraizadas nessa camada da web, o incentivo para o crescimento
desses mercados continua forte e aumentando a uma velocidade maior do que os

Orgaos responsaveis podem reagir.

E importante destacar que, apesar de seu uso frequente para atividades
criminosas, a dark web também serve como espaco de resisténcia e liberdade de

expressdo em contextos de repressao. Jornais independentes, foruns de discussao
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politica e canais de denuncias utilizam a dark web para proteger suas fontes e suas
informagdes. Conforme Turing (2013), que discorreu a respeito dos dois lados
existentes no uso da dark web, isso € algo que n&o pode ser ignorado. Do contrario,
devemos sempre lembrar que além da criminalidade instaurada nesse ambiente, ha
usuarios que apenas buscam compartilhar suas ideias, principios e visdes com maior

liberdade e segurancga.

No campo da Ciéncia da Informagao, a distincao entre deep web e dark web faz
toda diferenga, uma vez que uma faz parte da outra. Segundo Santos et al. (2022), "a
deep web corresponde a conteudo nao indexados pelos mecanismos de busca, mas a
dark web é intencionalmente escondida e acessivel apenas por navegadores
especificos" (SANTOS et al., 2022, p. 6). A compreenséo dessa diferenga conceitual &
essencial para evitar generalizagdes equivocadas sobre o que é considerado legal ou

ilegal dentro desses ambientes.

A problematica comega com o crescimento dos golpes nas redes sociais
oriundos de perfis andnimos, golpes financeiros e outros tipos de delitos que acabam
sendo protegidos pelo sistema de seguranga que o anonimato prevé. De acordo com
reportagem de Giovana Frioli, no Estadao Verifica (2025), perfis conhecidos como
"contas dark" trabalham atraindo milhdes de seguidores e promovem fraudes

financeiras, muitas vezes utilizando o anonimato digital para escapar de punigdes.

Tanto o anonimato quanto a auséncia de uma regulamentagédo que seja efetiva
tornam a dark web num espaco propicio ndo apenas para crimes, mas também para
desafios éticos e morais. Situagbes como trafico humano, pornografia ilegal e
terrorismo encontram na dark web um canal de disseminagdo, uma vez que nao ha
supervisao de um orgao responsavel ou regras que restringem esses comportamentos.
Esses crimes sempre envolvem pessoas reais, e quando as autoridades tém
dificuldade em controlar a situagao, é possivel perceber uma fragilidade e até mesmo

descredibilizagdo para com esses 6rgaos.

Dessa forma, compreender a dark web exige uma abordagem multidisciplinar

gue envolva muitas areas além da tecnologia, como, por exemplo, o direito, a ética e a
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informacéo. Trata-se de um fendmeno que ndo pode ser reduzido a uma situagao unica
ou especifica, pois envolve interesses legitimos e ilegitimos coexistindo em um mesmo

espaco digital.

8. CRIMES CIBERNETICOS

Com o avango das tecnologias digitais, a internet passou a fazer parte do dia a
dia das pessoas, facilitando muitas tarefas e comunicagcdo em geral. Mas, com essa
dependéncia crescente, também aumentaram os crimes cibernéticos — ag¢des ilegais
que usam a tecnologia para invadir sistemas, violar dados, cometer fraudes e aplicar

golpes dos mais variados tipos. Segundo Maia e Costa (2023):

Os crimes cibernéticos, geralmente, ocorrem por motivos relacionados ao lucro,
ou seja, com a finalidade de obterem resultado monetario. No entanto, tais
crimes, podem causar danos psicologicos de dificil reparagéo para as vitimas.
(MAIA e COSTA; 2023; p. 112)

Maia e Costa (2023, p.112) apontam que “dentre os crimes cibernéticos mais
comuns podemos apontar o hacking e invasao de sistemas, phishing, o ransomware,
as fraudes financeiras, a disseminagao de malware, e o assédio cibernético”. Os crimes
cibernéticos citados, apesar de diferentes, sdo praticados no meio digital e usam dela
tecnologia, causando danos aos usuarios a partir de dados vazados de individuos e/ou

empresas.

Esses ataques comprometem informagdes sigilosas, confianga do usuario,
funcionamento de empresas e em alguns casos, causam perdas financeiras
significativas a partir do roubo de identidade, o que também podem acarretar

problemas emocionais da pessoa e inseguranga para navegar na internet.

Assim sendo, é notavel que com o avango e evolugdo da tecnologia, € preciso
que existam ferramentas igualmente avangadas para realizar a detecgao de possiveis
ameagcas e alerta de prevencgao aos usuarios. A criagao ou reforgo em leis ja existentes

se torna indispensavel e necessaria para haver um controle maior dos crimes
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cibernéticos, como exemplo a identificacdo dos autores dos crimes e a motivacao,

como citado no Boletim Conteudo Juridico:

O Brasil ainda enfrenta grandes problemas em relagédo a estrutura de redes e
seguranga, pois a medida que a tecnologia avanga os crimes virtuais
aumentam proporcionalmente e ainda somos um pais com escassez de mao
de obra qualificada para esse trabalho, porém os esfor¢os nao séo nulos e
existem diversos programas e iniciativas para evitar tais atrocidades.
(JURIDICO. Boletim Contetido, v. 1223, ano XVI, p. 47.)

E compreensivel que a partir do aumento dos casos de crimes cibernéticos, os
setores responsaveis sdo sobrecarregados e muitas vezes acabam nao
acompanhando os avangos da tecnologia e os novos desafios a serem enfrentados. As
principais dificuldades de acompanhar este avang¢o sao a lentiddo e a ineficiéncia de
detectar ou penalizar os crimes cometidos por ndo obter dados e ferramentas
suficientes para realizar as analises necessarias para fazer a identificagdo dos autores

dos crimes e como agir a partir disso.

Por conta de os crimes cibernéticos serem em sua grande maioria realizados de
forma andnima ou fazendo o uso de redes internacionais, a detec¢ao desses crimes se
torna ainda mais complicada, ainda mais envolvendo a politica de outros paises. Uma
ferramenta usada para mascarar a identidade do infrator € a VPN, que sao redes
privadas virtuais e possuem uma criptografia avangada, sendo mais um obstaculo para
encontrar outra maneira de detectar as ameacas cibernéticas, evitando novamente a
necessidade de resposta rapida e eficaz para a resolugao dos casos. Vale lembrar que
cada pais tem sua legislagao e procedimentos que podem variar conforme os niveis

dos crimes cometidos.

De acordo com Borges e Novais (2024, p.4954), “a evolugao tecnoldgica pode
criar novas vulnerabilidades e desafios de privacidade que as leis existentes podem
nao abordar adequadamente”. O investimento em ferramentas como a Inteligéncia
Artificial para identificar e atuar na prevencao de tais crimes se torna uma opg¢ao cada
vez mais relevante, ja que é uma ferramenta que é rapida e pode trazer resultados a

partir da analise de uma série de dados em grande volume.
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No Brasil, a Lei n°® 12.737/2012, conhecida como Lei Carolina Dieckmann, tipifica
crimes informaticos. Tal lei foi importante para dar a devida prioridade a assuntos que
se trate de invasao da privacidade digital. A lei proibe o acesso de terceiros a
informacgdes e dados sensiveis de pessoas no meio digital sem a devida autorizagao,
estando o usuario conectado ou nao a internet. No entanto, estudos mostram que sua
aplicacao apresenta lacunas, dificultando a analise mais assertiva e eficiente as vitimas

de tal crime. Como apontam Bispo e Binto (2023):

A problematica esta relacionada com os crimes virtuais que continuam a
ocorrer diariamente e com o avancgo tecnolégico as agéncias responsaveis pela
aplicacéo da lei ndo estdo sendo eficiente para reprimir os infratores. (BISPO e
BINTO; 2023; p. 355)

Além das barreiras politicas, a falta de mais legislagdes robustas e eficientes
voltadas para os crimes cibernéticos no Brasil € preocupante, pois nas leis atuais
possuem falhas que podem ser o motivo dos casos e impunidade aos criminosos. Tais
falhas nas leis dificultam a atividade de autoridades competentes por trazer limitagdes

que possam comprometer a resolugcéo dos casos.

A criagéo da lei e suas falhas se dao a falta da compreenséo das necessidades,
exigéncias e analises devidas para que os crimes cometidos fossem levados a sério a

partir da gravidade deles. De acordo com Bispo e Binto (2023):

A principal critica ao sistema juridico é a sua incapacidade de impor san¢des
mais severas aqueles que cometem crimes cibernéticos. As penalidades
estabelecidas pela lei para acesso ndo autorizado a informacdes e hackers sédo
relativamente brandas, com penas que variam de trés meses a um ano de
prisdo. Isto € amplamente considerado inadequado para desencorajar futuros
infratores|...] (BISPO e BINTO; 2023; p. 363)

A Lei Geral de Protegcao de Dados n° 13.709/2018, também conhecida como
LGPD, é bastante referenciada por conta de se tratar da protecdo de dados pessoais,
principalmente tratando-se do meio virtual, em que o usuario acaba ndo sabendo o que
ocorre com seus dados, uma vez que fornecidos a uma empresa ou até mesmo

cadastro em alguns sites. A LGPD tem o objetivo de evitar possiveis usos indevidos
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dos dados sensiveis de pessoas que forneceram apds confiar suas informagdes a
terceiros (BISPO e BINTO; 2023; p.364).

A internet € um campo muito vasto quando se trata de dados, as informagdes
podem ser tanto coletadas quanto vazadas rapidamente. Possuir leis que protejam os
dados é essencial para um ambiente digital controlado e bem estruturado, visando a

privacidade e a confianga dos usuarios.

Além da preocupacgao do uso indevido dos dados informados, também surge a
preocupagao de como esses dados estdo sendo protegidos. A fragilidade da protecao
dos dados é uma das causas que podem favorecer os criminosos a ter o acesso mais

facil e roubar os dados em questao.

A possibilidade de usar a Inteligéncia Artificial como ferramenta ao combate dos

crimes cibernéticos vem se tornando uma realidade necessaria e atual.

O investimento em tecnologia desempenha um papel crucial na prevengao e
combate aos crimes cibernéticos. Isso envolve uma alocacao de recursos para
desenvolver sistemas de seguranca cibernética robustos, atualizados e
proativos. Isso inclui o aprimoramento de firewalls, sistemas de detecgdo de
intrusdes e criptografia de dados. (MAIA e COSTA,; 2023; p.122)

De acordo com Maia e Costa (2023, p. 122), “os governos devem investir em
treinamento e capacitacdo para seus especialistas em seguranca cibernética, para
estarem preparados para enfrentar ameacas em constante evolugao”. Portanto, utilizar
as ferramentas tecnoldgicas disponiveis para combater as ameagas digitais e pessoas
capacitadas para enfrentar futuras ameacas podem trazer resultados e resolugdes de

forma rapida e ainda mais eficiente.

Investir também na educacdo da populagdo sobre ameagas tecnologicas
atualmente também se torna necessaria em relagdo a sua prépria vivéncia com a
tecnologia. Os crimes cibernéticos no ambiente digital podem impactar a todos, nao

importando a idade do usuario nem a classe social. A importancia de manter uma
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senha segura, verificar se esta acessando um site confiavel e ndo fornecer seus dados

sensiveis sem a necessidade, ddo a pessoa um controle a mais sobre seus dados.

E importante destacar que, embora os beneficios da IA sejam expressivos, seu
uso deve estar aliado a diretrizes éticas e juridicas, respeitando a Lei Geral de
Protecdo de Dados (LGPD), estabelecendo limites e sendo transparentes para com os
usuarios das tecnologias digitais a fim de garantir que os dados sejam coletados e

protegidos com responsabilidade, gerando a confianga do usuario no meio digital.

Compreender a importancia da responsabilidade do uso da Inteligéncia Atrtificial
de forma ética é essencial para um bom funcionamento e aproveitamento de tal
ferramenta. A auséncia de instrugdes, punigdes e limitagdes direcionadas ao uso da IA
para certas atividades acabam gerando consequéncias, um exemplo é a capacidade do
usuario conseguir “treinar” o algoritmo da |A para conseguir as informagdes que deseja,
mesmo que a IA em questdo n&do seja permitida a compartilhar a informagao por
questbes de direitos autorais e/ou invasao de privacidade pedindo acesso a dados
sensiveis de terceiros, evidenciando a necessidade da regulamentagdo o mais rapido

possivel para evitar uma crise de seguranca.

9. APLICAGAO DA INTELIGENCIA ARTIFICIAL EM INVESTIGAGOES
CRIMINAIS

A inteligéncia artificial, definida por Russel e Norvig (2022) como "o estudo de
agentes que percebem o ambiente e tomam agdes" (RUSSELL; NORVIG, 2022, p. 7),
possui ampla aplicagdo em diversas areas, incluindo a seguranga cibernética. A 1A
pode ser estruturada em diferentes abordagens, como o aprendizado supervisionado,
nao supervisionado e por reforgco. Essas abordagens permitem que os sistemas
aprendam com dados e tomem decisdes baseadas em padrbes, mesmo em contextos

complexos e dinamicos.

Sistemas de IA conseguem, assim, identificar anomalias, correlacionar eventos e

automatizar processos investigativos que seriam dificeis de realizar manualmente em
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tempo habil, potencializando o trabalho de investigacdo em ambientes de dificil

rastreamento.

9.1. Machine Learning

O avancgo das técnicas de Machine Learning (ML) tem desempenhado um papel
fundamental no aprimoramento de sistemas de seguranca cibernética, especialmente
na deteccido de atividades suspeitas em ambientes complexos como a dark web.
Conforme o0s conceitos apresentados por Bishop (2006) e Mitchell (1997), o
aprendizado de maquina busca desenvolver algoritmos capazes de reconhecer
padrées e identificar comportamentos andmalos com base na analise de grandes
volumes de dados. Isso possibilita uma resposta mais rapida e precisa a potenciais

ameacas.

Nesse contexto, a aplicagdo de abordagens de ML supervisionados, como
Random Forest e Decision Tree, ajudam na detecgdo automatica de atividades ilicitas
em redes andnimas, como a autora Nezhad (2023) diz “Tais métodos podem ajudar
profissionais de seguranga cibernética, organizagbes e agéncias governamentais para

detectar e prevenir crimes cibernéticos na dark web” (NEZHAD, 2023, p. 13).

Os testes realizados com as abordagens de ML tem apresentado resultados

positivos na deteccao de trafego malicioso, conforme demonstrado por Nezhad (2023):

Com base nos resultados dos experimentos realizados neste projeto, pode-se
concluir que ambos os algoritmos Random Forest e Decision Tree (J48) tém um
bom desempenho na detecgao de trafego VPN e Tor. (NEZHAD, 2023, p. 33)

Essas técnicas também sao utilizadas para monitorar o comportamento de
usuarios em tempo real, avaliando, por exemplo, o tempo de permanéncia em
determinados sites, volume de dados trafegados e a frequéncia de comunicagdes entre

determinados enderecos.

Os dados utilizados para esse treinamento foram obtidos do dataset
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CIC-Darknet 2020, reconhecido por sua variedade de tipos de trafego. A autora
também destaca que o pré-processamento dos dados, incluindo a remocgao de valores
nulos, normalizagdo e randomizagao, € essencial para reduzir o viés e melhorar a
capacidade de generalizagdo dos modelos de aprendizado de maquina (NEZHAD,
2023, p. 24).

Ainda segundo a autora, “embora os estudos atuais tenham atingido alta
precisdo na deteccao de trafego do Darknet, ainda ha espaco para melhorias”
(NEZHAD, 2023, p. 33), indicando o potencial de aperfeicoamento continuo das

solugcdes baseadas em IA.

9.2. Deep Learning

Goodfellow, Bengio e Courville (2016) mencionam que” O aprendizado profundo
permite que o computador construa conceitos complexos a partir de conceitos mais
simples.” (GOODFELLOW; BENGIO; COURVILLE, 2016, p. 5), uma habilidade
essencial para aplicagbes em ambientes como a dark web, que envolvem grandes
volumes de dados n&o estruturados, como postagens em féruns, imagens, e

comunicagoes criptografadas.

Também segundo Goodfellow, Bengio e Courville (2016):

As secbes restantes deste capitulo discutem varias abordagens propostas para
reduzir a dificuldade de aprender dependéncias de longo prazo (em alguns
casos, permitindo que um RNN aprenda dependéncias em centenas de
etapas), mas o problema do aprendizado de dependéncias a longo prazo
continua sendo um dos principais desafios no aprendizado profundo.
(GOODFELLOW; BENGIO; COURVILLE, 2016, p. 403)

Essa caracteristica é essencial para detectar comunicagdes com linguagens

codificadas ou disfargadas, comuns na dark web.

Mesmo com tais limitacbes, modelos de deep learning tém ganhado destaque
por sua capacidade de lidar com grandes volumes de dados textuais. As redes LSTM,

por exemplo, conseguem identificar padrdes linguisticos em mensagens publicadas em
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féruns de hackers, que indicam intengbes maliciosas.

Adewopo et al. (2022) demonstra que:

O LSTM teve uma acuracia de 94%, precisdo de 90% e uma taxa de verdadeiro
positivo de 91%, que é o melhor resultado de algoritmos de aprendizado
profundo na identificagcao de textos andmalos de ameaca cibernética e previsao
de exposi¢des de vulnerabilidades que alavancam a discussao no férum de
hackers. (ADEWOPO et al., 2022, p. 10).

Tais resultados reforcam o uso dessas técnicas para sistemas de alerta precoce
e prevencdo de incidentes de seguranga, elevando o grau de automagao na

identificacdo de comportamentos suspeitos.

9.3. Estudo de caso: DarkBERT

O DarkBERT é um modelo de linguagem natural treinado exclusivamente com
dados coletados da dark web. De acordo com Yoon (2023), o DarkBERT é um modelo
de |A especializado em crimes cibernéticos, projetado para atuar como um analista
profissional capaz de identificar vazamentos de dados e categorizar ameacas de forma

autébnoma.

Além disso, o autor destaca:

Além do caso de uso introduzido brevemente nesta postagem do blog, também
temos varios projetos de pesquisa em andamento. Um chatbot disfargcado que
pode se comunicar com os cibercriminosos para realizar uma investigagao ativa
em nome de agentes humanos, motores de inferéncia de crimes cibernéticos
que podem provavelmente prever as ameagas em potencial etc. (YOON, 2023,
p. 1).

Esses avangos apontam para uma nova era de automacao e escalabilidade na
analise da criminalidade digital, viabilizando investigacbes mais eficazes mesmo em

ambientes altamente anénimos como a dark web.

Diante disso, percebe-se que a dark web, os crimes cibernéticos e a inteligéncia
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artificial se entrelacam em um cenario repleto de desafios e oportunidades. Enquanto o
anonimato e a falta de regulamentagcédo favorecem praticas ilicitas, o avango das
tecnologias de IA surge como uma importante aliada no enfrentamento desses

problemas, ainda que envolva questdes éticas e juridicas.
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10.METODOLOGIA

Para a realizag&do deste trabalho, foi adotada a estrutura metodolégica proposta
por Soares (2020) em seu artigo “Pesquisa cientifica: uma abordagem sobre o método
qualitativo”, publicado na Revista Ciranda. Segundo a autora, uma pesquisa qualitativa
busca desenvolver conceitos, ideias e interpretacbes a partir dos dados obtidos,
possuindo um carater exploratério e subjetivo. Essa abordagem usa de métodos como
observacao direta e analise de documentos ou discursos, permitindo compreender de

forma mais profunda sobre o conteudo estudado.

Seguindo essa linha, a presente pesquisa adota uma abordagem qualitativa, de
carater descritivo e exploratorio, visando compreender como a Inteligéncia Artificial (IA)
pode ser utilizada para detectar crimes na dark web. A escolha dessa metodologia se
justifica por permitir ndo apenas descrever os aspectos técnicos das tecnologias
analisadas, mas também refletir sobre suas implicagdes sociais, éticas e legais em

ambientes digitais de dificil rastreamento.

A investigagdo possui carater bibliografico e secundario, fundamentando-se em
materiais ja publicados sobre o tema. Foram consultadas fontes cientificas e
académicas, como artigos, livros, relatorios e legislagdes disponiveis em bases como
Google Scholar, SciELO e IEEE Xplore, priorizando publicagdes recentes, dos ultimos

cinco anos.

Durante o desenvolvimento da pesquisa, foi adotada uma postura interpretativa
e reflexiva, permitindo que as ideias surgissem a partir do conteudo estudado. O
processo metodolégico foi estruturado em etapas: (1) levantamento e selecdo das
referéncias bibliograficas, (2) categorizacdo das fontes, (3) interpretagdo e sintese das
informagdes coletadas, e (4) estudo de caso de experiéncias praticas, como o modelo

DarkBERT e outras solugdes de |A aplicadas a ciberseguranca.

O estudo de caso tem como finalidade observar como sistemas de IA vém sendo
empregados na identificagdo de crimes em ambientes anénimos, analisando seus

resultados, limitagdes e desafios éticos. Essa etapa complementou a analise tedrica,
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aproximando o estudo de situagdes reais e evidenciando o impacto da tecnologia na

prevencgao e investigagado de crimes digitais.

Em todas as etapas, foi necessario manter uma analise sensivel ao contexto
social e tecnoldgico, entendendo que a relagdo entre tecnologia e sociedade é
interdependente. Assim, a metodologia qualitativa permitiu ndo apenas reunir

informacgdes, mas também refletir sobre seus significados e consequéncias.

Por fim, os resultados esperados sao de natureza tedrica e interpretativa,
visando ampliar a compreensao sobre o papel da Inteligéncia Artificial no combate aos
crimes cibernéticos. E esperado que a pesquisa contribua para o debate académico
sobre o0 uso ético e responsavel dessas tecnologias e para o fortalecimento da

seguranga digital em um cenario de constante evolugao tecnologica.
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11.INTELIGENCIA ARTIFICIAL E CIBERSEGURANGA NO CONTEXTO
BRASILEIRO

O ambiente digital brasileiro possui um cenario que apresenta uma significativa
expansao das atividades maliciosas. Segundo o Relatério Global Threat Landscape da
Fortinet (2025), apenas no primeiro semestre de 2025, aproximadamente 314,8 bilhdes
de atividades suspeitas foram detectadas, demonstrando a crescente complexidade e
volume dos ataques cibernéticos no pais. Com esses numeros, € possivel reforcar a
vulnerabilidade estrutural que as redes brasileiras oferecem, bem como a urgéncia de
ferramentas e procedimentos tecnolégicos avangados, como a inteligéncia artificial, que

poderia ser utilizada para deteccdo de ameacas em larga escala.

Complementarmente, o Relatério Brazil Threat Landscape (2024), elaborado
pela SOCRadar, foi capaz de identificar o numero significativo de 91 atores suspeitos
que publicaram em torno de 629 vezes em comunidades da dark web, com ameacas
direcionadas especificamente as empresas brasileiras. O setor publico sozinho
representou 10,65% das atividades observadas na dark web, também foram
registrados 248 incidentes de ransomware, que tinham pelo menos 166 organizagdes

brasileiras como alvo.

Esses dados deixam a mostra que o foco dessas atividades ilegais s&o
instituicdes nacionais, e que o uso de ferramentas avancadas como a |IA pode ser um
grande facilitador e instrumento estratégico para analisar tanto padrées de
comportamento nos féruns, quanto para prever novos ataques, possibilitando medidas

preventivas ao invés de acdes que reparam danos.

Tais indicadores quantitativos colocam ainda mais em evidéncia a posi¢cao que o
Brasil se encontra, sendo posicionado entre os paises com maior incidéncia de
ameagas cibernéticas, evidenciando a relevancia do uso de tecnologias baseadas em
IA para fortalecer a ciberdefesa e reduzir a exposicdo de dados sensiveis em redes
ocultas. Os dados expostos mostram n&o apenas a magnitude das ameagas digitais no
Brasil, mas também a limitagdo dos métodos tradicionais de investigacdo diante da

dimensao e da velocidade dos ataques.
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Entretanto, essa lacuna também serve como propulsor no desenvolvimento de
novas solugdes baseadas, especialmente, em inteligéncia artificial. Sendo capaz de
processar uma enorme quantidade de informagdes e identificar padroes complexos
como caracteristica marcante, as ferramentas que utilizam IA como base de processos
se estabelecem como elementos cruciais nas operag¢des envolvendo rastreamento de
atividades ilicitas, levando a maneira como as autoridades e instituicbes de seguranca

lidam com ameacas cibernéticas a um patamar mais sofisticado.

Isto posto, as ferramentas de Inteligéncia Atrtificial (IA) vém se consolidando
como instrumentos essenciais na detecgdo, previsdo e mitigacdo de atividades
criminosas online, transformando como autoridades e instituicbes de seguranca lidam
com ameacas digitais. De acordo com dados da Statista (2024), cerca de 57% das
organizagdes que utilizam |A em sistemas de segurancga aplicam essas tecnologias
para deteccao de anomalias e comportamentos suspeitos. Esse movimento reflete a
crescente confianca em modelos de aprendizado de maquina e redes neurais para
auxiliar na analise de grandes volumes de dados digitais e na identificagcdo de

atividades ilicitas.

Modelos como o DarkBERT (YOON et al., 2023), desenvolvido com base em
textos extraidos da dark web, representam um marco relevante nessa area, pois sao
capazes de interpretar o vocabulario e o contexto linguistico especificos de foruns
ilegais, possibilitando a identificacdo automatica de conteudos relacionados a trafico de
dados, armas, drogas e exploragao sexual. Sua capacidade de compreender nuances
semanticas e contextos obscuros torna-o um aliado estratégico nas investigagdes

cibernéticas complexas.

Além disso, algoritmos tradicionais de Machine Learning, como Random Forest,
Decision Tree e Long Short-Term Memory (LSTM), sdo amplamente explorados em
tarefas de reconhecimento de padrdes de trafego anénimo e analise de fluxos de dados
criptografados (NEZHAD, 2023; ADEWOPO et al., 2022). Relatorios recentes da
MixMode (2024) indicam que, em média, 51% dos alertas de seguranca cibernética

podem ser tratados por sistemas de |IA sem supervisdo humana, embora esses
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mesmos sistemas ainda geram quase dez mil falsos positivos por semana, o que

evidencia a necessidade de verificagdo humana constante.

A eficacia dessas ferramentas, contudo, esta diretamente vinculada a qualidade,
diversidade e atualizacdo dos dados utilizados em seu treinamento. No ambiente da
dark web, enderecos, foruns e protocolos de comunicacdo sao constantemente
modificados, o que pode comprometer a precisdo dos modelos e gerar resultados
incorretos ou desatualizados. Além disso, a escassez de bases de dados abertas e
auditaveis dificulta a reprodutibilidade e validacao cientifica dos resultados. O mercado
global de |A voltado a ciberseguranca reflete esse crescimento e desafio: em 2024, o
setor foi avaliado em US$ 24,82 bilhdes, com projecdo de atingir US$ 146,52 bilhdes
até 2034 (PRECEDENCE RESEARCH, 2024).

Modelos fundamentados em Deep Learning caracterizam-se pela opacidade
algoritmica, isto €, pela dificuldade de compreender seus processos decisorios
internos. Essa falta de aplicabilidade levanta questdes éticas, juridicas e de
credibilidade (LIMA et al., 2022; KIRAT et al., 2022). No contexto das investigagcbes
criminais, tal limitagdo pode comprometer a transparéncia e a validade das decisdes
automatizadas empregadas como provas ou indicios, sobretudo quando nao ha

supervisdo humana qualificada.

Dessa forma, embora as ferramentas de Inteligéncia Artificial representem
avancgos técnicos expressivos, € fundamental reconhecer que nao substituem o olhar
humano, mas o complementam. A presencga de profissionais qualificados, como peritos
digitais e analistas de dados, é indispensavel para validar resultados, interpretar
padroes e evitar erros provenientes de sistemas automatizados. Para garantir o uso
responsavel dessas tecnologias, € essencial adotar mecanismos de aplicabilidade
(Explainable Al — XAl), capazes de tornar as decisdes algoritmicas compreensiveis,
auditaveis e passiveis de contestagdo, assegurando assim a governanga ética e o

respeito aos direitos fundamentais nas praticas de investigacdo digital.

29



Seguindo essa linha de raciocinio, percebe-se a diferenga de maturidade entre
0s paises na aplicacdo da inteligéncia artificial. Cerca de 70% dos investimentos
voltados para solugdes de inteligéncia artificial ao nivel mundial estao relacionados a
seguranga digital, em regides como Ameérica do Norte e Europa, enquanto a América
Latina representa apenas 5% desses numeros (STATISTA, 2025). Essa diferenga
expde nao apenas diferengcas econbmicas, mas também o déficit da capacidade
técnica e institucional de cada pais na integracdo tecnoldgica aos sistemas de

ciberseguranca.

Em um cenario comparativo, identifica-se que os paises com maior estrutura
técnica no uso de IA no que tange a seguranca digital se mantém em posi¢cbes de
lideranga nos indices internacionais. Por exemplo, o Government Al Readiness Index
2023 da Oxford Insights atribui aos Estados Unidos e Singapura pontuagdes superiores
a 80/100 em tecnologia, infraestrutura de dados e governanga, enquanto o Brasil
sustenta uma meédia inferior, se estabelecendo em torno de 45,08 no segmento
tecnologia (OXFORD INSIGHTS, 2023).

No que se refere ao mercado de |A aplicada a cibersegurancga, outro relatorio
mostra que, em 2025, a América do Norte representa cerca de 38% do mercado global,
enquanto o Brasil contribui com cerca de 4% da fatia regional das Ameéricas
(INDUSTRY RESEARCH.BIZ, 2025). Ainda de acordo com levantamentos recentes, na
América Latina o Brasil lidera em “readiness” de IA com pontuagao de 65,89 segundo o
‘Al Governance Statistics 2025”, superando Chile (63,19) e Uruguai (62,21), porém
essa posicao ainda fica aquém das nagdées mais avangadas em IA (Al GOVERNANCE
STATS, 2025).

Muito embora o progresso e a mobilizagdo rumo a utilizagédo da |A do Brasil
sejam positivos, 0 pais segue enfrentando uma distancia significativa em relagao aos
outros paises no que tange a infraestrutura, grandes investimentos e facilidade na
integragcdo plena dessas tecnologias. Como consequéncia, O sucesso no
desenvolvimento e a eficacia das solugcbes brasileiras no combate aos crimes

cibernéticos utilizando |IA n&o depende apenas de inovagao técnica, mas do sucesso
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em mobilizar recursos, politicas governamentais internas e da propria competéncia
humana a nivel nacional para lidar com as mudancas que viriam atreladas as essas

novas solucdes.

Ocupando uma posig¢ao logo atras dos EUA, Reino Unido e Alemanha, o Brasil
esta em 442 colocado entre 60 paises avaliados a respeito do nivel de desenvolvimento
e aplicagado da inteligéncia artificial, sequndo o relatorio Global Al Index (TORTOISE
MEDIA, 2024). Outra revista, intitulada como Al Readiness Index (OXFORD INSIGHTS,
2023) complementa esse raciocinio ao colocar o Brasil em 52° lugar dentre 181 paises,
indicando uma adocdo ainda limitada da IA em politicas publicas e praticas de

seguranca digital.

Esses indicadores apontam que embora o pais tenha avancado em pesquisas e
iniciativas privadas, a adogao pratica da IA na ciberseguranga brasileira se encontra em
estagio emergente. Em contraposigdo, paises com maior investimento e tradigcdo
tecnolégica aplicam modelos de aprendizado de maquinas e redes neurais para
prevenir ataques, detectar vulnerabilidades e automatizar respostas a incidentes. A
diferenga de maturidade tecnolégica refor¢ca a importancia de fortalecer o ecossistema
nacional de inovagéo e de impulsionar parcerias entre o governo e o setor privado para

consolidar uma estratégia integrada de defesa digital baseada em IA.

E essencial discutir também as regulamentacdes e politicas de inteligéncia
artificial implementadas em diferentes regides do mundo e a forma em que elas
influenciam a adocéao ética, segura e transparente dessas tecnologias. A comparagao
entre iniciativas internacionais e as propostas brasileiras auxiliam a compreensao dos
desafios legais e éticos envolvidos e dos caminhos possiveis para o desenvolvimento

de uma politica nacional robusta de IA aplicada a segurancga cibernética.

No contexto brasileiro, existem alguns avancos legislativos relevantes - como o
Marco Civil da Internet Lei n.° 12.965/2014), a Lei Carolina Dieckmann (Lei n.°
12.737/2012) e a Lei Geral de Protecédo de Dados (Lei n.° 13.709/2018), entretanto,

ainda ndo ha uma regulamentagao especifica para o uso de IA. O projeto de lei n.°
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2.338/2023 propde o Marco Legal da Inteligéncia Artificial e esta em tramitagdo, o
projeto busca definir principios de transparéncia, ndo discriminagdo e seguranca,
aproximando o Brasil de padrdes internacionais como o Al Act Europeu - regulamento
europeu que estabelece regras harmonizadas para o desenvolvimento, a

comercializagdo e o uso de sistemas de IA no mercado da European Union.

A diferenga entre os contextos internacionais e nacionais evidencia que a
consolidagdo da IA como ferramenta estratégica de ciberseguranca depende de
avangos técnicos e de mecanismos legais e éticos capazes de garantir sua aplicagao
responsavel. A auséncia de uma regulagdo especifica no Brasil pode acarretar
desaceleragao do uso de IA em investigac¢des digitais e no monitoramento da dark web,
enquanto paises com marcos regulatorios definidos avangam em diregdo a uma

integracao segura e ética entre tecnologia e politica publica.
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12.CONSIDERAGOES FINAIS

O presente estudo reforca que o uso de IA pode ser essencial para a
identificacdo e enfrentamento de crimes cibernéticos, com foco nos que ocorrem na
dark web. Embora o anonimato e a criptografia dificultem a identificacdo e as
investigacdes, as ferramentas baseadas em |A como algoritmos de Machine Learning,
Deep Learning e modelos linguisticos como o DarkBERT podem ser grandes aliados

para a deteccao e realizar as analises em ambientes digitais de dificil rastreamento.

A dark web representa uma camada mais profunda da internet, podendo ser
acessada apenas por ferramentas especificas, como o Tor, que garantem o anonimato
do usuario e suas atividades nela. Apesar de sua criacdo ter sido voltada a liberdade
de expressao, acabou se tornando um ambiente propicio a pratica de crimes, que

também dificulta a acdo de agentes nela e o monitoramento.

Nesse contexto, a crescente onda de crimes cibernéticos praticados no
ambiente digital, abrange desde fraudes financeiras, distribuicdo de conteudo
impréprio, trafico humano, até vazamento de dados. Tais crimes vém sendo
impulsionados pela expansao e digitalizagao de servigos que envolvem o tratamento e
armazenamento de dados sensiveis. A auséncia da revisdo das politicas voltadas a
protecdo de crimes cibernéticos aos usuarios causa a desconfianga e inseguranga no

ambiente virtual.

Diante desse cenario, a Inteligéncia artificial surge como solugdo para o
enfrentamento de ameacgas cibernéticas, pois € uma tecnologia que, se bem aplicada e
estudada, pode fazer a identificagcdo por analisar padrées em grandes volumes e atuar
de forma preditiva. Dessa forma, a |A ndo apenas amplia a capacidade de investigacéo
das autoridades, como também contribui para a construgdo de um ambiente digital

mais seguro, ético e confiavel.

No contexto brasileiro, o crescimento de crimes digitais reforca a necessidade de
urgéncia no revigoramento das leis ja existentes para realizar a adogao de tecnologias

que aprimorem a seguranga digital e que haja transparéncia com o uso das
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ferramentas aos usuarios. As politicas publicas devem incentivar a capacitacdo de
profissionais especializados em ciberseguranga que foquem no desenvolvimento de
solugdes com as ferramentas disponibilizadas de forma ética e responsavel, podendo

transformar um ambiente digital mais seguro e confiavel.

Apesar dos avancgos globais na aplicagdo de tecnologias inteligentes, o Brasil
ainda enfrenta limitagdes significativas na consolidacdo de uma infraestrutura solida
voltada a cibersegurancga. O pais carece de investimentos consistentes em pesquisa,
inovacdo e capacitagcao de profissionais especializados capazes de lidar com as
complexidades do ambiente digital contemporaneo. Essa auséncia de estruturacéo e
de politicas publicas eficazes torna o territério nacional mais vulneravel a ataques
cibernéticos e a praticas ilicitas digitais, refletindo um cenario de defasagem em relagao

as poténcias tecnologicas internacionais.

Nesse contexto, a Inteligéncia Artificial pode se tornar uma aliada estratégica na
prevencdo, detecgdo e monitoramento continuo de atividades ilegais, sobretudo na
dark web, onde o anonimato e a criptografia dificultam a atuacédo das autoridades. No
entanto, o uso dessas ferramentas deve ser conduzido com cautela, uma vez que,
embora apresentem alta capacidade de processamento e resposta, sdo baseadas em
algoritmos suscetiveis a manipulagdes, vieses e falhas. Tais limitagdes podem
comprometer a precisdo das analises e interferir na tomada de decisdes criticas em

seguranga digital.

Por essa razao, a presenca de profissionais especializados e qualificados no
Brasil é indispensavel para garantir a transparéncia e a confiabilidade no uso das
ferramentas de Inteligéncia Artificial, assegurando que os dados coletados sejam
devidamente validados e utilizados de forma ética, rastreavel e responsavel nas
decisbes voltadas a seguranca digital e a prevencdo de crimes cibernéticos. O
fortalecimento da formacao técnica e cientifica desses profissionais, aliado a criagao de
politicas de incentivo e programas de capacitagdo, constitui passo essencial para a

consolidagao de um ecossistema digital seguro e sustentavel.
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Dessa forma, a Inteligéncia Artificial consolida-se como um importante aliado na
prevencdo e no monitoramento continuo das atividades ilicitas na dark web,
contribuindo para a identificagao antecipada de ameacgas e para a protegado de dados
sensiveis. Contudo, o uso dessas tecnologias requer cautela, uma vez que, apesar de
sua rapidez e eficiéncia, os algoritmos que as orientam podem apresentar vieses,
falhas ou vulnerabilidades passiveis de manipulacdo, comprometendo a precisdo e a

confiabilidade dos resultados.

Nesse sentido, a atuagdo de profissionais especializados e devidamente
capacitados é indispensavel para garantir a transparéncia, a auditabilidade e a ética no
uso das ferramentas de Inteligéncia Artificial. Esses especialistas desempenham papel
essencial na validagao e interpretacdo dos dados, assegurando que as decisdes
baseadas em |A sejam tomadas de maneira responsavel e alinhadas aos principios de

seguranca digital e de prote¢do dos direitos individuais.

Além da qualificagéo técnica, é imprescindivel que haja uma base ética sélida e
uma regulamentagdo consistente, de modo a assegurar que o uso da IA seja nao
apenas eficaz, mas também seguro, confiavel e socialmente legitimo. A auséncia
desses elementos configura uma lacuna técnica e normativa que compromete a
fiscalizagdo e o controle das praticas em ambiente digital, dificultando a consolidagao

da IA como ferramenta estratégica e responsavel no combate aos crimes cibernéticos.
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